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Abstract

Digital forensics is one of the cornerstones to investigate criminal activities such as fraud, computer security breaches
or the distribution of illegal content. The importance and relevance of this research fields attracted various research institutes
leading to substantial progress in the area of digital investigations. One essential piece of evidence is multimedia data. For this
reason this paper provides an overview of the state-of-the-art in the forensic investigation of multimedia data, the relationship
between the various research fields and further potential research activities.
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I. INTRODUCTION

Modern life is unthinkable without electronic data processing and communication. Never before, so many information
processing devices (PC, laptops, smart phones or multimedia players, . . . ) have been used and this trend seems to continue.
The fact that nearly every area of life is supported by electronic devices strongly contributes to the steadily increasing
importance of digital evidence in crime investigations. According to [1] “. . . 80 to 90 percent of cases today have some kind
of digital evidence”. For this reason, it is no big surprise that academic research puts a lot of efforts in the improvement of
methods and practices that can support digital investigations.

One important element of electronic evidence is multimedia content. When investigating and analyzing multimedia content
challenges such as the time restrictions, numerous formats or huge amount data arise. Another challenge is the highly dynamic
environment with very short innovation cycles. This makes it difficult to stay up-to-date regarding the current state-of-research
in the domain.

We therefore survey approaches focusing on the analysis of multimedia data. The main contribution of this paper is to
provide practitioners and researchers with a state-of-the-art overview of techniques to investigate multimedia data.

The remainder of this paper is structured as followed: Section II gives an overview about state-of-the-art research within
the individual areas. Subsequently, we provide related work in section III. In the last section we conclude our findings and
outline our future work.

II. IDENTIFICATION OF FIELDS FOR FURTHER RESEARCH

Overview for scientific research fields for digital forensics have been outlined in a couple of publications [2], [3], [4]. As
mentioned before this paper keeps the classification of forensics methods on the content investigated [5]: images, audio and
video content.

A. Source identification

This field tries to determine the device which has been used to create specific content. The scenario can be compared
to gun identification in general forensics: bullets leave scratches on obstacles they hit and so do cameras with images they
take. Lanh [3] and Sencar [2] mention the potential devices for identification:
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1) Digital cameras: While there are many features available for the identification of digital cameras (e. g. peculiarities
of the JPEG compression, the color filter array (CFA), sensor imperfections, etc.) [3] most publications rely the sensor
pattern noise (SPN) to identify the source device. SPN is usually caused by influences during the sensor production cycle:
individual pixels show a different sensitivity to light because of inhomogeneity of silicon wafers. The fingerprint for an
individual camera is also known as photo response non-uniformity noise (PRNU). The major problems of this approach
are the contamination of SPN with details from scenes [6] and the denial of the acquisition of a clean fingerprint of
the camera because of its absence. As a a solution to the contamination problem the influence of details from the scene
where attenuated on sensor patterns to improve the correct rate of device linking. The main advantage of this approach is,
that it is possible not only to identify “camera models of the same make, but also individual cameras of the same model” [7].

Li [8] improved the PRNU approach further by considering the CFA as well. This approach was then called colour-
decoupled PRNU (CD-PRNU). In digital cameras not every color component is captured when a picture is taken. For each
pixel a specific physical color is acquired. The resulting artificial color of an individual pixel is determined by interpolating
its physical color and the colors of its neighbor pixels. The CFA is predefined by the manufacturer. That makes it a valuable
additional source for the identifcation of the source digital camera [8].

2) Scanners: Digital cameras can be understood as a device for the reproduction of natural scenes whereas scanners
are often used to capture hard-copy media. Intrinsic sensor noise features are altered by several different postprocessing
operations. That makes the methods presented here applicable for the detection of content forgery of analogue images,
such as scans from traditional paper checks, as well. The approach chosen by Gou et al. to identify the source device
scanner took three different aspects into count: image denoising, wavelet analysis and neighborhood detection [9]. From
each characterization moment-based features are extracted then to determine the source device.

3) Video cameras: For this area techniques known from the picture- and audio-domain can be transfered [5]. The sensor
types used in digital cameras and camcorders are similar. That is why approaches which regard sensor pattern noise can be
applied in this field as well. The vast amount of frames in video data leads to better results for source camera identificaiton
compared to source digital camera identification. Houten et al. [10] showed that successful identification was even possible
after uploading videos with different quality settings and unknown parameters to the YouTube platform.

B. Environment classification

The classification of the environment of digital multimedia data tries to determine the location and the local conditions
of the place where the data has been taken or recorded. The context for such a classification depends on the type of media
investigated.

1) Visual Data: In case of visual data, the classification of the recording environment can be divided into the two subgroups
of event recognition and place instance recognition. The former has been described by Li and Fei-Fei [11]: objects in an
image have been assigned semantic labels to gather information on the elements which make up the event displayed in a
picture. In e. g. a rowing scene, elements such as a lake, athletes, a rowing boat, water, etc. have been identified and fed
into a integrative graphical model to determine the class of sport game. A similar approach by Luo et al. [12] has been
developed to perform semantic event recognition. Satellite images provided by Google EarthTMhave been gathered based
on the GPS (Global Positioning System) coordinates of a tagged photograph. By using a multiclass AdaBoost engine the
terrain environment could be predicted when given a satellite aerial image of the location.

Other approaches focus on place instance recognition. Wu described an approach which “mainly encodes the structural
properties within an image and suppresses detailed textural information” [13], [14].

Some approaches for the classification of content in visual data incorporate the context to improve accuracy. Divvala et al.
[15] use the term “context” to refer to various types of meta- and environmental-information such as the “geographic context”
(GPS location, elevation or population density) or “2D Scene Gist Context” (global image statistics). This meta-information
is used as an input parameter to object classification algorithms to determine the possibility of object/context combinations.

2) Audio Data: Recent research projects show that there is a close relation between environment classification and source
identification for auditive information. Information that describes both the environment and the recording source is located
in hidden locations which can be detected with known approaches from the field of steganalysis [16]. The following kinds
of information in auditive recordings is covered in this review paper:

• the region where the recording has been taken,
• the local conditions depending on the spatial conditions and
• the recording location depending on side noises which are identified through content analyzation.
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The Electrical Network Frequency (ENF) is contained in some audio recordings because of the magnetic field which is
emitted by devices connected to an electrical outlet [17]. Because of the stability of the ENF signal it is possible to determine
the place and the time when a recording was carried out [18]. According to resesarch results by Grigoras [19] the location
can be estimated down to the “city-level” when he was able to show the differences of the ENF between locations that were
approximately 400km apart from each other.

3) Video Data: can be classified by a combination of the methods used for visual and auditive data. The approaches are
related to the basic types of which this kind of media is made of. Wu and Rehg [14] refer to the identifaction of video data
by using methods developed for the environment classification in digital images.

C. Content classification

Storage media has been becoming steadily cheaper over the years. Hard-disks built into personal computers with capacities
in the range several hundred gigabytes and up have led to an amount of information which cannot be processed manually
by humans anymore. Currently the data which has to be investigated in a single case amounts to several terabytes [20].
Therefore a common problem of digital forensics investigators is the lack of time when analyzing large collections of content
[21]. Even when working with techniques that are supported by automation there is still the problem of false-postivies and
-negatives. Processing this reduced amount of data, humans suffer absorbability and exhaustion [22]. Type I and II errors
can be led back to the lack of efficient detection algorithms [23]. Typical applications for the field of content classification
could comprise the identification of almost anything, but most research results have been published in the classification of
recovered video and digital image files for pornography from computer systems as well as material from surveilance cameras
and evidence related to financial crime (e. g. contraband image analysis).

Castro Polastro classified digital images containing nudity by considering both file names and image analysis [24]. The
algorithm proposed by [25] was implemented for the classification part of the project. Compared to former approaches the
algorithm for skin detection processed images in RGB color space directly which resulted in a higher processing speed. The
overall success-rate for classifying data containing nudity was 95%.

The bag-of-visual-words (BOVW) approach for the detection of nudity in images was described by Deselaers et al. [26].
This algorithm treats pictures as if they were built from discrete visual words. To classify images vocabulary has to be learnt
from a task-specifical training database. Learnt vocabulary is used to represent pictures as a histogram. Then filtering rules
are set up to classify the different amounts of pornography that can be seen in an image. The algorithm finally calculates a
probability value to automatically classify images based on learnt data. The results generally outperformed algorithms which
were based on skin detection.

Regarding the classification of video media, both keyframes as well as motion analysis is performed to classify content
[21]. Keyframes are analyzed for skin regions (average skin probability, ratio of skin pixels and size of the largest skin region)
which are then classified using a support vector machine (SVM). Another approach to keyframe analysis was based on the
BOVW methodology. A histogram was constructed based on the count of how often visual words occured. This histogram
was used as a feature vector for a SVM to support the classification of pornographic content. The motion analysis part was
performed by testing three different approaches: Periodicity Detection (PER, to detect periodic motion patterns), Sliding
Window Periodicity (PERWIN, to detect smaller parts where repetitive motion occurs) and Motion Histograms (MHIST, to
detect where and which motion occurs).

Finally a weighted sum fusion of the classification scores was used to calculate the total probability of the content to
contain pornography. Best results could be gained by combining the BOVW with the MHIST approach.

D. Content forgery

Approaches for detecting content forgery exist for the three domains of visual, auditive and video data. The following
section presents the state-of-the-art in these fields.

1) Visual data: This field comprises the modification of digital images. The forgery of digital image data can be classified
in seven different fields [27]:

• Copy-move forgery is also known as “cloning” because of duplicated image sections. An example has been given by the
online service of the Iranian Revolutionary Guards [4]. A picture showing the launch of several Iranian missiles from
the Iranian Daily Jamejam has been modified to show one non-functioning missile. The forgery was detected using
Popescu et al.s approach of exposing digital forgeries [28], [29]. Bayram et al. published a survey of copy-move forgery
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detection techniques [30] which led to the proposal of a robust method for the detection of this kind of tampering [31].
This approach was based on several techniques. Features were extracted from image blocks by using Fourier-Mellin
Transform (FMT). These features were robust to lossy JPEG compression, blurring or noise addition as well as scaling
and rotation operations. Compared to approaches proposed before the authors attempted to replace lexicographic sorting
with counting bloom filters which resulted in faster processing times. The results showed that the detection of image
tampering was robust up to JPEG quality better than 20, rotation of less then 10 and scaling of up to 10%.

• Retouching, e. g. to make some digital images more appealing to the audience,
• filtering of unwanted parts of an image,
• partial deletion of specific objects,
• mounting and merging which is used to combine image information from different pictures. The latter is also known

as “image splicing” [32].
• manipulation of luminance, color space or contrast to make showed information more appealing or spectacular and
• manipulation of the geometry to influence the relation of objects.
Different approaches for each of the presented forgery methods exist. Based on their complexity digital image tampering

detection techniques can be classified into three different levels [33]:
• Low Level: Digital image pixels or DCT coefficients are used to engage statistical investigations on this level. Some

image tampering approaches break up consitency between adjacent pixels which have been made consistent using
gamma correction during the image acquiring process. Strongly related to source identification since SPNs are modified
in case of modified images [3].

• Middle Level: Traces of tampering operations are detecting with the help of simple semantic information. Content
which has been copied into the medium cause sharp edges or areas which are blured artificially. Inconsistencies in the
lighting direction also count to this level of tampering detection.

• High Level: Comprises purely semantic tampering detection methods. As an example for this level a picture containing
both George W. Bush and Osama bin Laden shaking hands was given. The automated identification of such a tampered
image would at least require a computer to identify the characters properly as well as a mechanism to classify this
combination as impossible.

The higher the level, the more complex are the methods for automated detection of image tampering. In contrast to the
high level approaches, low level methods target to verify the homogeneity of the digital representation of image data.

Farid proposes in his talk [34] that producers of digital cameras develop forgery resistant devices by adding watermarking
technology. Embedded secret data should also include the recording position.

2) Auditive data: Detecting the forgery of auditive data can be performed in several ways. Maher stated that “the examiner
needs to perform visual, physical, electrical, and acoustical tests that include” [35]:

• a review of the documented history of the evidence,
• a properly used recording device,
• mechanisms that verify the integrity of the recording medium,
• critical listening to the entire audio recording,
• checks for continuous operation with no unexplained interrupts and
• the usage of analytical tools (e. g. spectral analysis software) to identify irregularities.
Further Maher explained that recordings of surveillance devices should be audibly marked (date, time location, identity of

participants, etc.) at the beginning to able to proof continuous recording operation [36]. To verify the authenticity of auditive
material it is also possible to visualize changes of background sounds in a frequency spectrum. In case foreground sounds
have been edited or exchanged an alternation of the background sounds can be observed. Another approach for proofing
the authenticity of auditive signals “uses the residual pickup fo eletrical power line magnetic fields by the audio recording
device” [35]. A comparison of measured electrical network frequency (ENF) from an audio recording with a database of
known ENF measurements can show that a recording has been taken in a specific place at a specific time [37].

Bender et al. presented several techniques for embedding information in auditive cover media [38]. Approaches which
are based on the digital representation of auditive data, e. g. low-bit coding or least significant bit-coding (LSB-coding)
are fragile to modification of the cover media. Therefore it can be used to detect tampering of auditive data as long as an
investigator has the original information.

3) Video data: For the detection of tampering in video data the approaches can be classified as given in the detection
of image data manipulations. Wang gave the example of a Russian talk show in which a political activist was digitally
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erased [39]. The forgery was detected through semantical analysis, a high level approach, by humans since the technicians
neglected to erase the legs of the politic activist in one frame.

Wang presented approaches which can be compared to the detection of digital image tampering on the middle level [40].
The techniques were classified into two groups: the detection of duplicated frames and the duplication of regions across
frames. For the detection of duplicated frames a correlation coefficient was introduced as a measurement of similarity. In case
of stationary surveillance cameras the coefficient of sub-sequences is ignored to avoid the problem of numerous duplications
due to the static scene. For the detection of region duplication a normalized cross power spectrum was presented to detect
duplicated areas using phase correlation.

Low level approaches comprise the detection of video tamperings through artefacts that occur when video data is encoded
more than once [41]. Another approach based on noise characteristics differentiated video material that has been taken using
another camera by detecting inconsistencies of irradiance-dependent noise [42]. This technique only worked for static scenes
but being able to detect moving objects has been proposed as a future research field in this publication.

With video data being a combination of visual and auditive information the approaches presented in the detection of
auditive data tampering can be applied as well.

E. Data recovery approaches for multimedia files
With digital content being stored on nowadays vast number of storage devices the number of required techniques for

recovering data has increased significantly. In contrast to traditional data recovery file carving is independent of system
metadata. The following places are predestined for finding data using this technique:

• Unallocated-space: which is not assigned to partitions of a hard-disk [43],
• Slack-space: which “occurs when the size of a file is not a multiple of a data unit size” [43],
• Swap-space: which is used for the computer to use more random-access memory than it actualy has [44],
• Memory areas which have been marked corrupt [43],
• Computer memory: which contains the data structures of running applications and operating systems [45],
• Flash-memory: which can be found in almost all portable devices [46] and
• Host Protected Area: which can be programmed by special ATA-commands into the hard-disk controllers of personal

computers [43].
Actually file carving aims to support investigators in efficient recovery from storage devices, but nevertheless it is currently

necessary for humans to actively participate in the process as there is a chance for false positives to be recovered. Once
the areas for hidden data are identified, the process of data recovery can be broken down into several steps [47]. The three
major steps for file carving are:

• In the identification phase files have to be found in a forensic image. This comprises the classification of file fragments
and the identification of file fragmentation points to put fragments back together.

• During the validation phase found files are checked if they can be decoded properly using so called validators or
decoders. The main problem here is the vast amount of available file formats.

• In the last step a human expert has to validate found data based on its content. False-Positives are sorted out, e. g. bad
files that are irrelevant for the investigated case.

The following sections summarize existing file carving approaches. They are sorted by the properties they consider to get
back the content of files in the original order.

1) File-Signature-Based Carving: File fragments are identified by comparing byte-sequences (also refered to as magic
bytes or magic numbers) contained in headers and footers with values stored in a database containing well known values for
specific file types. Former file carving approaches where computationally intensive and required large amounts of memory.
Scalpel [48] was introduced to overcome these limitting factors.

The operation of Scalpel is performed in two sequential passes. During the first pass the whole disk image is indexed by
reading chunks of several megabytes and searching for file headers. After finding headers in a chunk, footers are identified
as well and stored in a database. This database is analyzed to only contain header-footer tuples which fulfill the constraints
for the maximum size of files to be recovered. The contents of the database are used to put up working queues which contain
locations for the file extraction process in the second pass. During the second pass the disk image is again processed in
chunks to copy recovered files to the place where recovered files are kept.
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Carving files using Scalpel has further been improved [49] by removing the final step of copying recovered files. Instead
a file system is developed using the FUSE [50] library. The user accesses the investigated storage area by mounting an
image using the Scalpel filesystem in which the contents of the header-footer database are presented as actual files.

Further improvements for the carving of contiguous files have been categorized based on different properties for files to
be recovered [51]:

• Header/footer carving: for extracting data between distinct start and end of file markers (string sequences),
• Header/maximum size carving: with additional analysis for the longest valid string sequence that still validates,
• Header/embedded length carving: which can be used for file formats that do not have distinctive footers for the end

and
• File trimming: for “byte-at-a-time formats” that do not have obvious footers by trimming characters at the end until

the file no longer validates.
2) Steps toward fragmented file recovery: To support the recovery of files which are fragmented into two or more

fragments the “Fragment Recovery Carving” (also known as “split carving”) approach has been introduced [51]. After
analyzing over 350 disks Garfinkel found out that files fragmented into two pieces are the most common. He called this
kind of fragmentation therefore “bifragmentation”. Pal [45] summarized Garfinkel’s recovery approach as “Bifragment gap
carving recovery occurs by exhaustively searching all combinations of clusters between an indentified header and footer
while excluding different number of clusters until a successful decoding/validation is possible”.

For the recovery of bifragmented files Garfinkel introduced the fast object validation procedure. It only works for file types
which have to be decoded before their content can be interpreted because the validation is based on a successful decoding
procedure. This is the case for JPEG, PNG, PDF, ZIP, Microsoft Office files, etc. To find the gap between two fragments
all possible combinations of clusters between found headers and footers are tried until the file can be decoded successful.

This approach has been criticized [45] because it is limited in several ways. The technique does not scale well for files
fragmented with large gaps. It does not work with files which are fragmented in more than two fragments, it only works
for files that have a structure and have to be decoded. Finally successful validation does not imply that a recovered file is
assembled correctly, because decoders often accept files reconstructed from fragments of different files.

Pal [52] extended Garfinkel’s approach for bifragmented files by utilizing a Sequential Hypothesis Test (SHT) procedure.
To identify the fragmentation point of a file two hypotheses are put up: H0 states that subsequent blocks of the currently
investigated block belong in sequence to the fragment, and H1 which states that subsequent blocks do not belong in sequence
to the fragment. With H0 being true each block is analyzed until either H1 is achieved, the file is completely recovered or
an error occured because no data-block remains or a different file type has been determined for the remaining blocks. This
methodology can also be used to extend the “Parallel Unique Path” graph theoretical approach for digital images [53].

3) Graph Theoretic Carvers: File carvers assembling fragments based on graph theoretical algorithms have been proposed
especially for text-based media by Shanmugasundaram [44], [54] as well as for digital images by Pal [53].

Approaches for text-based data proposed by Shanmugasundaram assign candidate probabilities for their adjacency to
recovered file fragments. For text-documents these probabilities can be determined using a slinding-window algorithm
which evaluates the statistics for symbol usage in a language or, for generic data, is based on statistical models used for
data compression. Probabilities which have been assigned to fragments are then used to determine the permutation which
maximizes the sum of candidate probabilties of adjacent fragments. This mathematical problem is equivalent to finding a
maximum weight Hamiltonian path in a complete graph. Since this problem turned out to be intractable [55], heuristics have
been introduced to provide the best solution. The approach proposed by Pal [53] assigns probabilities to file fragments of
digital images which are then put together using different graph theoretic algorithms, e. g. an adapted version of the Shortest
Path First (SPF) algorithm which yielded the best results for seven datasets of images.

4) Approaches based on JPEG-Specifics: The number of different graphics formats used in web-content is low. With the
JPEG-format being one among these lots of related work in this field concentrated on this format. Karresand et al. propsed
a method which uses the so called restart markers (RST) of the JPEG file format to reassemble non-differential Huffman
entropy coded baseline sequential Discrete Cosine Transform (DCT) JPEG image fragments [56]. With restart markers being
used the scan is interrupted at regular intervals by a specific bit pattern. Further raw pixels of an image are grouped into 8x8
pixel blocks which are transformed into the frequency domain using Discrete Cosine Transformation (DCT). Most important
item here is the first which represents the zero frequency DC coefficient.
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The data between RST markers is called Minimum Coding Unit (MCU) and it is the smallest part of an image which can
be decoded if it is intact. Luminance DC values in all restart intervals are used to form DC value chains. The DC component
chains are then analyzed using a sliding window approach to identify the order of fragments of a specific image.

Enhancements using different aspects, e. g. by considering the Define Huffman Table (DHT) segment, of the JPEG-format
have been proposed [57], [58].

5) SmartCarving: Reassembling objects out of their fragments which are randomly mixed with fragments from other
files is a problem that can be found in many different disciplines. To overcome the lack of research in the field of digital
forensics Pal et al. [59] proposed a generic approach for images which comprises the following three steps for a document
reassembly process (see figure 1):

Figure 1. The three components of SmartCarving [45]

• Preprocessing: During this step investigated data is prepared to be usable by forensics investigation methods. This
comprises the decryption of encrypted devices, as well as the removal of all known clusters base on file system
metadata.

• Collating: The identification of fragments is performed during the second phase. After their identification fragments
are collected in groups of the same type to be assembled into their original files in subsequent steps.

• Reassembling: Finally the fragments recovered in the previous phases are reassembled to their original files. It is
therefore necessary to find the fragmentation points for each unrecovered file. In case of incorrect reassembly recent
tools, e.g. [60], present the investigator a small number of potential orderings during manual inspection of recovered
data.

As SmartCarving consideres file-system meta-data as well as different approaches to file fragment identification and file
fragment reassembly it can also be understood as a combination of approaches presented in previous sections of this chapter.

F. Fragment identification

Classifying fragments determined during a recovery is an essential step for finding the parts of a whole file. Up to now
different approaches have been worked out. Early approaches consulted “magic numbers” which could be found in files
from the same type. This worked out fine for whole files or fragments which contained these magic numbers coincidently.
Therefore approaches dealing with statistical evaluation of the content of fragments have been developed [61], [62], [63].
The results of a classification where quite modest and have therefore been criticized [64]: 78% of executables and only 18%
of zip-files could be identified. On the other hand this approach worked well for html- and jpeg files with more than 98%
success rates. Roussev and Garfinkel therefore recommended specific approaches depending on the content/file type which
should be recovered [64].

G. Steganography and Steganalysis

While cryptography focuses primary on the protection of private information by rendering a message inapprehensible to
outsiders, steganography conceals the existence of secret information at all [65].

Bender et al. [38] outlined different approaches for hiding information in both visual and auditive cover media. For auditive
information four different techniques are described:

• Low-bit coding (also referred to as “LSB-hiding”): hides information in data structures such as the digital representation
of digital audio. In this case only the least significant bits (hence the name “LSB-hiding”) are used to minimize the
effect of changing information.
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• Echo hiding: an echo is introduced into the host audio signal. The secret information is then represented by the variation
of three different parameters (offset, decay rate and the initial amplitude).

• Phase coding: hides information “. . . by substituting the phase of an initial audio segment with a reference phase that
represents the data.” [38]

• Spread spectrum: hides the secret signal by multiplying it by a chip, so that it is spread over the frequency spectrum.
Digital image steganography can be classified into different categories: “. . . spatial domain, frequency domain and adaptive

methods” [66]. Algorithms used in audio steganography can be transformed into the image domain. However the parameters
specific to the cover media have to be adapted.

On the other hand steganalysis refers to “. . . the detection of embedded information” [67] which has been hidden by using
steganography techniques. In other words it is ”the goal . . . to detect embedded data present in the cover medium” [91].
Therefore steganalysis can be understood as a countermeassure to steganography [68]. Nissar and Mir categorize steganalysis
techniques into signature based and statistical based approaches which are further split up into two classes: “specific” and
“universal” techniques [65].

For further details we refer the interested reader to [65], [69] , [66], [70], [71] and [72].

H. Standardization

In the context of forensics, standards ensure accurate and reliable results [73]. Wiles et al. [73] classify standards into
two groups: “paper standards” and “material standards”. The former relates to the description of sets of procedures for
performing specific activities and the latter refers to actual tools which can be used when conducting procedures. In the
following an overview of the situation in both the USA and the UK is given.

In the United States of America the American Society of Crime Lab Directors/Laboratory Accreditation Board (AS-
CLD/LAB) utilizes appropriate controls and standard samples to ensure the validity of results [74]. Since 2003 the AS-
CLD/LAB considered digital evidence in its roster of accredited disciplines. Therefore the analysis of digital evidence is
subject to the same controls and standard samples as other analyses.

Regarding the situation in the United Kingdom, Ramsthaler et al. [27] mention an early approach to the standardization
of the forensics process (1999). Since then the process of the British Standards Institution has been revised in both 2004 and
2008 [75]. In this document guidance is given for the electronic creation, storage and the retrieval of information. A further
approach to standardize the forensic process is outlined in the ACPO good practice guide for computer based electronic
evidence [76].

Besides of that standards independent of a specific country have been defined as well. For example ISO 17025:2005 [77]
specifies general requirements for carrying out tests and/or calibrations, as well as sampling. The Internet Engineering Task
Force (IETF) is responsible for the development and the promotion of recommendations in the field of Internet technology
in cooperation with other standards bodies such as the ISO/IEC. Some of their Request For Comments (RFCs) propose
standardized procedures in the context of digital forensics:

• Fraser [78] published RFC2196 as a guide for the development of “computer security policies and procedures for sites
that have systems on the Internet”. Besides the response to security incidents a broad range of technical system and
network security topics is presented.

• RFC 2350 [79] gives “general Internet community’s expectations of Computer Security Incident Response Teams
(CSIRTs)”. As an answer to the needs of CSIRTs formal templates and filled out examples are presented.

• Shirey [80] proposed the “Internet Security Glossary” in RFC 2828. This publication was intended to standardize
definitions of terms mentioned in the context of Internet security related documents.

• Brezinski [81] proposed RFC 3227. In this document “Guidelines for Evidence Collection and Archiving” were presented
to system administrators to standardize the collection and archiving of evidence which is relevant in case of a security
incident.

The need for standardization and certification has already been expressed several times. Meyers and Rogers [82] mentioned
the fields in which standardized procedures are needed: search and seizure, expert qualifications as well as analysis and
preservation. For clarification US federal and state court cases were analyzed with regard to their lack of standardization
and certification. Slay et al. [83] previews the development of digital forensics models, procedures and standards to lay a
foundation for the discipline. In their document mainly the procedures for digital forensics investigations but no specific
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standard is given.

Garfinkel et al. [84] states that there have been some advances in the field of common file formats, schemas and ontologies
but there has only been little actual standardization. Regarding the standardization of forensic data sets - corpora - for research
purposes Garfinkel et al. [85] published a paper to clear the dilemma at least in this context. Beebe et al. [86] concretizes
the issue in “The Band” as well as in “The Unaddressed”. Regarding the response to incidents and the collection of evidence
data the digital forensic community has almost “hyper-formalized” processes and approaches, but actually there is no single,
universal standard for this subfield of digital forensics. Further the small amount of widespread knowledge is heavily focused
on the investigation of computers with Windows, and to a lesser extent Linux based, operating-systems installed.

III. RELATED WORK

Different reviews of the state-of-the-art for general digital forensics have been given recently. While some focus on general
research agendas [84], [87] , [86] others focus on education [88] or on both fields [89].

Digital forensics is no longer a niche discipline [86]: “It is now mainstream knowledge that the footprints that the digital
footprints that remain after interactions with computers and networks are significant and probative. Even popular crime
shows and novels regularly incorporate digital evidence in their story lines.” The effort spent up to now on research in this
area is therefore vast. With the term of digital forensics existing since the late 1980s [84] it has undergone many different
definitions. Further many research subfields which are also covered by the definition of digital forensics have been developed.
Böhme et al. classified the term of forensics into digital and analog forensics with the latter being subclassified into the
terms “Multimedia Forensics” and “Computer Forensics” [4]. The motivation of the publication [4] was the clarification of
the blurred definition of computer forensics. The latter deals with information with no or only little interpretation compared
to methods covered by multimedia forensics. Further it is often difficult to study these two different fields separately. E. g.
if a police search results in a hard disk image with digital images, the photographs can be found using computer forensics
methods. Further investigations regarding the camera model which has been used to take the pictures are performed techniques
from the field of multimedia forensics.

As mentioned by Nance [87] “digital forensics is a largely practitioner-driven field”. Therefore new developments can be
understood as a reaction to a class of incidents or to a specific incident. Garfinkel [84] stated that the Golden Age which
lasted from the years 1999 to 2007 was marked by a rapid growth in digital forensics research and professionalization.
According to the Digital Forensics Association [90] there are 15 certification programs, 16 bachelor programs and 13
masters degree programs. Further the Golden Age was characterized by relatively few different file formats of forensic
interest, the widespread use of Windows XP, examinations which had to be performed on single computers and a low
number of different standardized interfaces for storage devices.

Among others, the challenges which have to be faced by multimedia data forensics now can be summarized [84], [87]:
• The growing size of storage devices which results in insufficient time to create a forensic image or to process all data.
• The increasing number of different hardware interfaces results in devices that cannot be removed or imaged readily.
• The number of different operating systems and file formats has increased vastly. Therefore the cost for developing

digital forensics tools has increased because of increased complexity of data exploitation tools.
• Data structures are split into elements to be stored on different devices and places. This can be seen as a result of cloud

computing.

IV. DISCUSSION AND CONCLUSION

Nowadays, through the widespread usage of electronic devices, digital forensics gets increasingly more important. The
crimes investigated range from fraud and computer security breaches to distribution of illegal content. One essential piece
of electronic evidence is multimedia data. The main challenges arising when analyzing this kind of data are the limited
amount of time to investigate content, the huge amount of data and different multimedia codecs and formats.

In order to face this challenges state-of-the-art research results for investigating multimedia data have been presented.
Figure 2 summarizes the outcome by providing an schematic overview of presented fields of research as a UML-diagram.
The relations between the different fields are either displayed as composition or as inheritance. In the case of inheritance,
the parent field of research is fundamental to more specialized fields of research.
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Figure 2. Relationship between identified fields of research

Standardization is the key element for all research areas in order to best support collaboration as well as usage by
practitioners and researchers. Therefore all elements are connected to this entity. The attributes of shown classes refer to
the type of media investigated. The availability of techniques for the investigation of certain types of media is displayed
through the visibility of the attribute. Public visibility refers to research being performed in the field to which it refers and
private visibility can be understood as a field for future research.

The new challenges of the highly dynamic field of multimedia data investigations have been addressed by the scientific
community, leading to substantial research results as presented in this paper. However, there are still many unresolved
challenges. The recovery of video files from their fragments turns out to be uncharted beside a vast amount of research
being performed on file carving for digital images. Therefore our next step is going to be the development of a method for
video fragment carving.

REFERENCES

[1] K. Medaris and R. Mislan. (2008, April) Expert: Digital evidence just as important as dna in solving crimes. [Online]. Available:
http://news.uns.purdue.edu/x/2008a/080425T-MislanPhones.html

[2] N. D. M. Sencar, H. T., “Overview of state-of-the-art in digital image forensics,” in WSPC - Proceedings, September 2007.

[3] T. V. Lanh, K.-S. Chong, S. Emmanuel, and M. S. Kankanhalli, “A survey on digital camera image forensic methods,” in ICME,
2007, pp. 16–19.
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