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Introduction 

• Instant Messaging (IM) allows the user to 

communicate in real time with other users who 

have the same IM application. 

• Falls into a groupware category, i.e. people 

work together while                                  

located remotely.  
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Introduction (Cont.) 
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•IM is used widely between people and enterprises 

•IM could me misused by attackers. 

•Attackers may steal the identity of IM author. 

(physically or by hijacking a connection). 

 



Introduction (Cont.) 

• Humans have unique patterns of behavior. 

• This behavior identifying person. 

• IM messages contain unique and constant 

behavior like biometric data. 
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Objectives 

• Analysis of Instant Messaging (IM) in terms of 

digital forensics and intrusion detection. 

• Explores  IM  author classification methods 

based on author behavior. 

• Identification/validation of IM authors for  

forensics analysis using data mining 

classification.  
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Instant Messaging Facts 
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Instant Messaging Facts 
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10000 US laws and regulations       

related to IM. 

According to 2009 statistics:  

 Around 47 billion IMs/day. 

32% of IMs used by Enterprises. 

53 IM messages/user daily.   

www.pingdom.com 



Instant Messaging Facts 
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Live messenger 

www.pingdom.com 



Instant Messaging Facts 

• IM is Convenient for Hackers. 

 

 

 

 

 

• Think twice before clicking! IM messages like 

this one 
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Instant Messaging Facts 
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Some Anti-virus applications include some parental control on 

IM messages such as: 

 
oCreate lists of allowed  

 and blocked contacts. 

oSpecify key words that all  

 incoming messages will be  

 checked for. 

oEnter personal data  

 prohibited to be sent.     
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IM Architecture 
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IM client IM client 

IM Server 



IM Architecture 
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Author Behavior Categorization 

• Stylometric features: An author’s relatively 

constant set of characteristics for a large 

number of IM messages. 

Syntactic and structural layout traits. 

Patterns. 

Vocabulary  usage. 

Unusual language usage. 
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Stylometric Features 
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List of stylometric features may be used for IM author classification 



Stylometric Features 
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Abbreviation Sentence 

1DR I wonder 

10Q Thank you 

LOL laughing out loud 

ROTFL rolling on the floor laughing 

RU are you 

4 for 

HW Homework 

4EAE Forever and ever  



Experiments and Results 

Data Description: 

• Gaim and Adium clients conversations log. 

• Conversation Format: 

[timestamp] [user name:] [message] 

• Example: 

(14:19:29) User1: hey, what time is the meeting today? 

(14:19:35) User2: It is at 11AM…are you going? 

(14:19:39) User1: yeah, I will be there, it sounds very 

interesting! :) :) 
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Experiments and Results 

Data  preparation for analysis: 

1. All entries that did not belong to specific user 

are removed. 

2. Timestamp and username are removed too. 

• Example of prepared data for user 1: 

 hey, what time is the meeting today? 

 yeah, I will be there, it sounds very interesting! :) :) 

18 



Experiments and Results 
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Experiments and Results 

Data used in research: 

 logs for four users (User 1,2,3 and 4). 

 35  instances of 2500 characters for each user. 

 69 numeric attributes 
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Experiments and Results 

• Weka  data  mining  are used for classification. 

• Classifiers used: 

J48 decision tree. 

 IBk nearest neighbor.   

Naïve Bayes classifiers. 
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Experiments and Results 
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IM Data Classification Results 



Experiments and Results 

23 Classification Accuracy Results for individual Attribute Categories 
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Experiments and Results 

• Attribute  selection  was  used  to  rank  the 

strongest attributes in identifying process. 
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Experiments and Results 

• The top 3 individual attributes (U, three dots,  

and  the  hyphen)  were  tested  individually.  
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Results Discussion 

• The  best  discriminators: 

Abbreviations (97.85%  accuracy). 

Special characters (92.86% accuracy). 

• The Naïve Bayes performed (97.85%) with the   

abbreviations only. 

•  J48 and IBk classifiers performed (97.86%) 

and (97.14%) when all attributes combined. 
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Results Discussion 

• The strongest identifying attributes are U, 

Three dots the hyphen. 

• None  of  the  individual  attributes  were 

strong enough to determine  author  

identification. 

•  Naïve Bayes classification provided the best 

results (99.29% accuracy) when all attributes 

combined. 
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Summary 

• Recently, many users use IM for online 

conversations. 

• This area is not explored well. 

•  several concerns involving the use of IM 

systems (man-in-the-middle attacks). 

• This paper uses data mining of IM 

communications for authorship identification. 

 

28 



Summary 

• Classification features based on  authors 

various  behaviors. 

• Results show that Naïve Bayes is highly 

accurate (> 99% accuracy). 

• Identification of the strongest behavior  

characteristics. 
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Future Work 

• Increase the numbers of users. 

• Increase the numbers of attributes. 

• Varied the numbers of characters in an instance 

(determine  the minimum size necessary for 

high accuracy). 

• Include other stylometric measures. 

30 



31 

Weka Classifier Selection 

Steps 
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Weka Attribute Selection 
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Thank You 
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