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ABSTRACT: Khabeer is an Arabic expert system shell supports object oriented programming. This
paper presents the use of Khabeer as a machine translation tool. Several phases of machine translation are
demonstrated. These phases include lexical and morphological analysis, syntax analysis, knowledge
representation and sentence generation. Due to the fact that Khabeer was developed to help in building
Arabic-related applications, the paper emphasizes the use of Khabeer in dealing with Arabic sentences.
This includes morphological analysis and syntax analysis of Arabic sentences and Arabic sentence
generation.

1. Introduction

Khabeer (ux3) is an Arabic CLIPS-based expert system tool [1-5] developed using the conventional
language C. Khabeer uses rules as its primary knowledge representation approach and supports a
rich pattern-matching language for specifying rule conditions. It has also object oriented features
and a rich query language. All commands and syntax of Khabeer are written in Arabic. This paper
presents Khabeer as a machine translation tool. In machine translation a script written in a source
language is translated automatically to a target language. The process of translation undergoes
through different number of steps depending on the paradigm or the approach used. There are
several approaches used in machine translation, some of which are transfer-based approach, Inter-
lingual-based approach, translation by example approach, etc.. Several phases are common in most
of these approaches. A typical machine translation system can have a lexical and morphological
analyzer, syntax analyzer, a knowledge base system and a sentence generator. In the following
sections we demonstrate the use of Khabeer in implementing these phases. Section 2 presents using
Khabeer in lexical and morphological analysis. Section 3 presents the use of Khabeer in a syntax
analyzer. Knowledge base implementation issues are presented in section 4. Section 5 is dedicated
to sentence generation. The conclusion is presented in section 6.

2. Lexical And Morphological Analysis

Arabic lexical and morphological analysis can be described as processing Arabic sentences at the
word level. The first step is to break a sentence into tokens. Then, each token is analyzed into its
components: prefix, infix, suffix and word stem. The word stems are the basic forms of words that
have been stored in the knowledge base. Non-word tokens are separated from the words. Word
stems are checked for existence in the knowledge base and their categories are determined. The
affixes (prefix, infix, and suffix) are used to determine the categories of tokens of a given sentence.
Figure 1 shows an input sentence broken into tokens. Several morphological rules are applied to
these tokens to determine their stems and categories.
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Figure 1. An Arabic sentence broken into tokens

Figure 2 shows two examples of Arabic morphological rules. In the first rule, a token is broken into
two parts. The first part is compared with “J” and the second part is checked for existing Arabic
stem. Same code can be generalized to check for any prefix. In the second rule, a token, except its
last letter, is checked for existing Arabic stem. The Arabic syntax of Khabeer makes it easy to
express these two rules and others by naming rules, variables and functions.

J-agay aclics o)
(AaaY-llST# AK? Al cilllSTH dles)

<=
(Gl I ) 8 )

(62 T Risadld) 1 0 39)

(ud\u 1 Ce }Lu,q) ‘BL)J;A‘)

((2 CQ J};}A-d}m_ )

(((RaaY-cl&s# 279 1 ¢ ALl dla)  cam) ol
(

ﬁ\)_&_'ﬂ‘);_dj;j BAQ@-AJJQ)
(AaaY-llSTF ST Aglu- ST Alea)

<=
(S LELe a8 nilid)d o a9)
((1 C? JJ_A}A-QLLA-JA) \A\)
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(

Figure 2. Examples of Arabic Morphological Rules.

3. Syntax Analysis

The purpose of the syntactical analysis is to transform the surface structure of a sentence into a
deep structure [6]. This is done through transformation rules that reflect the Arabic grammar rules.
Khabeer as a production system provides the format of these transformation rules. These rules
describe different components of Arabic grammar such as: nominal sentences, verbal sentences,
prepositional phrases, adjectives, adverbs, etc. Khabeer easily allows the implementation of these
Arabic transformation rules. Organized sets of transformation rules for Arabic are well categorized
in [7-9]. Khabeer rules can be used to describe different components of Arabic grammar where
these components can be expressed in a natural way. Two examples of the grammar rules are show
in Figure 3. The first example demonstrate a rule to exchange the positions of the subject of a
sentence and a tool used by the subject. The second example figures out the existence of one type
of Arabic phrases, the prepositional phrase (Us s k).
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Figure 3. Examples of Arabic Grammar Rules.

4.Knowledge Representation

Knowledge base is an essential part of any machine translation system. The knowledge base
should not only contain the word stems of the language, but it should also contain the classification

of these stems, their attributes and procedures (demons) that may be used in the morphological and
syntactical analysis. Khabeer, as an object-oriented tool, provides several essential features to
support such needs. Some of these object-oriented features are inheritance, encapsulation,
abstraction, polymorphism and dynamic binding.

4.1 Word Classification and Inheritance

Knowledge is sometimes classified into two categories: language-dependent category and concept-
dependent category. Language-dependent knowledge represents information related to the specific
language/ languages such as whether a given stem is a noun or a verb and some other language
characteristics. Such information may be kept in a lexicon, monolingual dictionary, bilingual
dictionary or multilingual dictionary, depending on the specific application, languages in use and
translation paradigm. In the other hand, concept-dependent knowledge is mainly the representation
of concepts of the domain of a machine translation system. Concepts in the world are the same
irrespective of the language. Some concepts may slightly vary in representation and semantics due
differences in cultures.
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Figure 4. The hierarchical classification of the Arabic stems.

In Khabeer, both categories of knowledge can be represented by objects (classes, subclasses and
instances of these classes) with multiple inheritance features. Khabeer allows developers to set
different facets to describe various features of a slot in a defined class. Some of these facets are:

default value, cardinality, storage, access, inheritance propagation and source facets.
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Figure S. Examples of Arabic words classification.
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Figure 4 shows the a suggested hierarchical classification of the Arabic stems. The corresponding
Khabeer implementation is show in Figure 5. In this Figure, other slots are added to the defined
classes to describe Arabic features of these stems. Describing these features in English-based tool
would be difficult and artificial.

4.2 Affixes and dynamic binding

Part of the morphological analysis is the capability of removing prefixes and suffixes from the input
tokens to form word stems. These affixes should be handled with the same manner irrespective of
their different values. The knowledge representation should include these affixes with their demons.
The demon is a small procedure (a message handler) attached to the class of these affixes. The
demon works in the same manner with different values of the affixes. In Figure 6, a class of suffixes
is defined. Sample of suffixes that include the pronouns are listed. A demon is attached to the
suffixes class. The task of this demon is to check whether a word has one of these suffixes or not.
The demon works with all instances of the class suffixes.

(@ 059) (p22iall 058 Gal sl hlia-d )
(555 glb-dae) Aad an)

daaY- ylaa clie-cs o)

(" " Aaf) Gald e )
(« A" ied) Gald e 9)
((n " :\.A;ﬁ) LBA‘JX e c)
(« L dad) Galsl 0 )
((n ?A” :\.A;ﬁ) LBA‘jj e ?A)
(" S ad) Gald e )

(l®) d8aYoasas byl gleecs x)
(RS (it ) (St U5k ) T ) 32V 5SS 38)
(RaSS (ASE Jgha) ((BaY-0smdalSt Joh) [ 4) iiaalals)  sbwe) 1)

(Ao it

( (((g_q.ua“ PINISy Rla) Caa) ol

Figure 6. Examples of Arabic Suffixes.

4.3 Verbs and their forms

Concepts may be presented by classes of verbs. Each class should contain the root of the verb, the
molds of the verb, the type of the subject, object, cause, instrument, time period, place, etc.. Figure
7 defines part of a hypothetical knowledge. The top class of any verb is defined to include several
common slots. The second level is defining subclasses to categorize the verbs semantically. Four
examples of concept categories are coded: mental verbs (e.g. _S8k), spoken verbs (e.g. J& a1<5),
action verbs (e.g. ¢ls,Js) and feeling verbs (e.g. us, s2d).
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Figure 7. Example of Arabic Verbs.
4.4 Pronouns their polymorphism

In addition to the verbs, nouns and articles, the knowledge base contains pronouns. These pronouns
may be used in sentence generation to transform a sentence from the deep structure into the surface
structure. To handle these transformations, some pronouns information is needed. In Figure 8, a
class of pronouns is defined. Then samples of possessive pronouns are defined with their
information.

(05 cidas)  Sle-dSias) (@ o) (Qsl 0sS) Sl Ciia i)
(8 @li-dae ) Juail-Alls daw)
daie-dSla- ylaa Glie o o)
(Aaie Juail-dds) ( 2 jie-alSia leodN) jillaa e )
(Alais Juail-dls) (2 te-ablan e ¥ jilaa o &)
(e Juail-illa) (aiecile Jleod8) ilan o o)
(laie Jlail-Als) (ren-plSia Je-dx5) jlaca e b)
(laie Jlail-Als) (aea-blae e di) jilaa (e )
( (Al Joi ) (gl JlonJ) a0 2)

Figure 8. Examples Arabic pronouns.

5. Sentence Generation

In sentence generation, at least four steps are needed [10]. The first step is deep content
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determination which determines the information needed to be communicated. The second step is
sentence planning which is concerned with defining a skeleton or an abstract for the sentence and
the text which will be used. The third step is surface realization where the order of words and
syntactic structure is generalized from the output of the previous step. The fourth step is
morphology and post-processing where actual inflected words (actual surface structure) are
produced. By these four steps sentences are generated from the deep structures (internal
representation) into the surface structures. The generation follows grammar rules similar to the
grammar rules in the syntactical analysis. Sentence generation also utilizes the information in the
knowledge base and its demons to form the proper target sentences. Figure 9 shows an instance of
a verb that reflects the deep structure of a sentence and the corresponding Arabic sentence.

S e ] )

(abe dedl-g 55)

(e Jelal)-Aa) (Coae Jeldlg 5) (Jay deld)
(A U<

(700 gl (B a sall)
(e U= %)

(31 31aYY)

sl Ja )l il Jdles
3% ) Ja )l jile Ddles
gloall i dall il 3ides
5 e oY da )l jilu 4dles

Figure 9. Class instance and the corresponding Arabic Sentences.

6.Conclusion

The material presented in this paper is a demonstration of using Khabeer expert system shell as a
tool in machine translation systems. Several simple examples were introduced to show the power of
Khabeer as an implementation tool for different phases of a machine translation system. Although
these examples were tested under Khabeer, they are from representing a complete translation
system.

Many string functions are supported by Khabeer to simplify lexical and morphological analysis
and generation. The nature of Khabeer as a production system allows writing syntactical
transformation rules directly. Object oriented features supported by Khabeer including inheritance,
encapsulation, abstraction, polymorphism and dynamic binding helps a lot in designing and
implementing a general knowledge base. Khabeer, running under Microsoft Windows environment,
will be soon a freeware product for interested researchers.
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