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ABSTRACT:  Assessing parallel systems is very crucial. With the advances in parallel software and hardware technologies this task is more challenging. This paper reviews some of the existing performance measures and introduces a new measure for scalability. We followed a statistical approach that employs the factorial designs to measure the sensitivity of the code to scale and changes in the code's performance. This approach will estimate empirically an approximation of  a multivariate Taylor's expansion for the code's execution response function. The coefficients of the first order terms are estimates of the code's sensitivity to scaling and to changes in codes' efficiency. The higher order terms will be utilized as relative indicators of the code’s scalability.



1 Introduction

One of the main goals of  parallel processing is to solve large problems in time much shorter than that for the serial processing. To achieve this goal, the effect of the serial part of the parallel program needs to be minimized. The notion of speedup, which is defined as the ratio of the best known serial time to the given parallel time, was used to assess parallel codes. Amdahl's law 1967, see [1], was the first step on the way to analyze parallel code. The notion of scalability is used to measure how good a parallel system is when the system size is increased. The system size is increased usually by using more processors to solve a problem. An ideal parallel algorithm will have a speedup proportional to the number of processors. However, this is not the case in real life applications. A parallel program will reach a limit, called parallel balance point, after which adding more processors will increase the time taken to solve a fixed size problem [2]. The following sections will briefly survey different measures to evaluate parallel systems.



2 Speedup

The most widely used measure to characterize a parallel algorithm is the speedup ratio. However, different versions of speedup are used to evaluate parallel codes. The classical definition relates the required time to solve a given problem using the best known serial algorithm to the time required to solve the same problem by parallel algorithm using P processors [1]. The speedup  will be as follows,

SP =T(N)/TP(N)							(1)

Where N is the problem size, T(N) is the serial time, and TP(N) is the parallel time on P processors. Depending on the measured serial and parallel times the definition of speedup will change and may yield contrary results. When the fastest know algorithm is executed on a single processor the speedup is called real speedup (it is also called classical or traditional speedup). However, most researchers will use what is known as relative speedup that uses the same parallel algorithm on one processor for the serial time instead of the best known serial algorithm [3]. When the best known serial algorithm is run on the fastest machine the speedup is then called absolute speedup [4].

	An example of misleading results is apparent when the serial time is larger than the parallel time multiplied by the number of processors, that is T(N)>P*TP(N). This could happen when the sequential processing requires high memory access time as in the shared virtual memory machine KSR-1. The results of the performance evaluation of the KSR-1 can be found in [5] and [3]. The impact of the high memory latency in shared virtual  memory machines can be reduced using data prefetching and data forwarding as described in [5] and [6].

	The above mentioned speedup definitions are grouped in one type called fixed size speedup since the problem size does not scale with the number of processors. Another type is the scaled speedup which allows the problem size to increase with the number of processors. When measuring the scaled speedup on a distributed memory machine we can not measure the serial time because of the memory limitations. However, by measuring the inter processor communication time and the idle time on each processor the efficiency can be computed, and then the scaled speedup is obtained. The scaled speedup was introduced in [7].

The definition of scaled speedup allows the problem size to scale to fill the available memory without limitations on the execution time. In some applications there is an upper bound on execution time. Worley, in 1990, used the time constrained speedup to estimate the limit of the problem size to be solved using P processors. Examples of deriving time constrained models for some algorithms are in [8]. However, the analysis was not very realistic since many costs were ignored in deriving such models.



3 Efficiency and other Measures

While speedup measures how much faster the algorithm is capable to run on more than one processor, the processor efficiency measures how each processor is utilized. The efficiency is defined as the ratio of the speedup to the number of processors so we may write

EP =SP/P							(2)

The efficiency could be used as a measure of the wasted processor cycles. In parallel computers not all processors are busy all the time. There will be usually a tradeoff between speedup and efficiency. Finding bounds on such tradeoffs was presented in [9], in their work the average parallelism was used  to characterize these tradeoffs. The average parallelism could be simply defined as the average number of processors that are kept usefully busy during the execution time of a given algorithm using unlimited number of processors. 

Another measure that can be used to characterize performance is the redundancy. As it has been observed, the development of parallel algorithms introduces extra scalar computations to achieve higher speedup. When the communication cost is higher than computations extra code will replace communication code by local computations. The redundancy factor RP, is defined as the ratio of the total scalar operations performed by a P-processor parallel algorithm to the total scalar operations of serial algorithm [1]. 



4 Scalability

Scalability is used as a measure of how the parallel system will perform when the number of processors or the problem size is scaled. In scalability studies, three types of scalability are often defined. One is called the machine scalability, the second is the algorithm scalability, and the third is the scalability of a parallel system consisting of algorithm-machine combination. Machine scalability was defined based on the asymptotic speedup for a given algorithm and problem size on the architecture under study. The asymptotic speedup is the best achievable speedup using unlimited number of processors [10]. However, scalability of the machine may include many factors other than speedup. Cost, addressing, communication, and physical attributes should be considered to meet the machine’s scalability requirements [11].

When studying the algorithm scalability the overhead related to the target machine will be described by a general function. This function will either depend on a general model or some specific assumptions about the hardware. In the literature many parallel hardware models are available such as the PRAM (Parallel Random Access Machine), BSP (Bulk-Synchronous Parallel), and LogP (Latency, Overhead, Gap, and Processor count) which can be used as bases for such analysis. However, in some cases there is no assumed model of the underlying hardware. In this case before analyzing the scalability of a given algorithm certain assumptions about the target hardware should be stated. The work done by [12] is an example of such analysis.

There are different approaches to quantify the parallel system scalability. Grama et al. 1993, defined scalability as the ability of parallel system to increase speedup as the number of processors increases [13]. Following an analytical approach, they introduced the isoefficiency function that relates problem size to the number of processors required to keep the efficiency fixed. The isoefficiency function provides the rate at which the problem size must increase to keep the efficiency fixed as the number of processors increased. As a measure of scalability, a system with small isoefficiency function is more scalable.

The isospeed metric was proposed by [14]. The scalability of parallel algorithm-machine combination was defined based on this metric. An algorithm-machine combination is scalable if the achieved average speed remains constant when the number of processors is increased assuming the problem size can be increased.

In another approach, Network latency was used to measure and evaluate the scalability of parallel programs and architecture [15]. The evaluation of the scalability can be used to predict the performance of large problems on large machines. The scalability of a parallel system at a fixed efficiency level for two machine sizes is the ratio of  the smaller machine’s latency to the latency of the larger machine. The efficiency is kept at fixed level by scaling the problem size.

A promising technique was suggested by Lyon et al. 1994, for tuning parallel code by identifying the program bottlenecks [16]. This technique treats the code as a black box with number of input parameters and a measured output. An approximation of the multivariate Taylor’s expansion for the code’s execution response function was estimated by using factorial designs. While this technique is in use for industrial processes, it was not used for computer programs because of the lack of natural parameters. The new approach is to incorporate artificial parameters into the program text [16]. These parameters can be delay routines inserted in the code to simulate changes in code’s performance. The number of processors used to execute the code and the size of the problem are another parameters to be considered. We used the above approach to analyze the ARPS (Advanced Regional Prediction System) code. 

ARPS is a non-hydrostatic atmospheric prediction model appropriate for use on scales ranging from few meters to hundreds of kilometers. The governing equations of the atmospheric model components of the ARPS include momentum, heat, mass, water substances, and the equation of state. ARPS solves prognostic equations for x, y, and z components of the Cartesian velocity, the perturbation potential temperature, perturbation pressure, and six categories of water substance. More details about ARPS can be found in [17]. The ARPS source code consists of about 300 subroutines and functions, developed over the past six years by about 30 scientific and support personnel. The analytical approach will be expensive and cumbersome to apply for such huge code. For this application the reduction of overall wall-clock run time is the primary goal. For practical operation the system should run faster than the speed of the weather. The remaining of this paper will present the primary results of this work.



5 Scalability Analysis of ARPS

Experimental design techniques were employed to measure sensitivity of ARPS code to changes in performance. The analysis of the effects of these changes will point out the primary locations of code to optimize. The experiments in this work were conducted on the shared memory super computer CRAY J90 and on the scalable distributed memory machine IBM SP2. We used factorial experiment designs in our analysis. 



5.1 Factorial Designs

Unlike one factor at a time experiments, factorial designs are powerful technique to study the effect of more than one factor at a time. To perform a general factorial design an experimenter selects fixed number of levels for each factor, and then run the experiments with all possible combinations Since the number of treatments grow exponentially with the number of factors, fractional factorial designs may be used to reduce the number of treatments. An example of a factorial design with two factors at two level each is in Table 1. The two levels of each factor are denoted with “-” for the low setting and “+” for the high setting. When the factor represents a segment of the code it is at high level when delay is applied and at low level when no delay is applied. The delay could be implemented as a call to delay routine which can be inserted and removed without affecting the function of the original code.





Table 1: Example of factorial design with two factors at two level each.



Treatment�Factor  F0�Factor  F1�Response��1�-�-�R1��2�-�+�R2��3�+�-�R3��4�+�+�R4��

The effect of a factor is a measure of the contribution of that factor to the observed response. The effect of factor F0 will be denoted (0, that can be estimated as the difference between the averages of the responses at the high and the low settings for that factor. The effect of F0 is estimated as

� EMBED Equation.2  ���					(3)

The estimated effects are compared against the estimated standard error (denoted SE)or the estimated standard deviation resulting from experimental noise. Only the factors with effects out of the standard error interval are considered significant. We use 2SE corresponding to 95.45% under the normal distribution curve or 3SE corresponding to 99.73%. According to the central limit theorem the error noise is very close to the normal distribution when the runs are randomized and the number of runs is reasonably large.



5.2 Experimental Design

We performed a series of experiments each with 13 factors where F0 is the scale factor and the remaining factors are representative of selected segments of the ARPS code [18]. The measured response was the wall-clock running time. We used a fractional factorial design of resolution 4 with 32 treatments (see Appendix A), each treatment was replicated three times. The effects were estimated for various scales of problem size and number of processors. The scale factor could represent the scaling of the number of processors or the scaling of the problem size. The effects of the scale and the other factors were compared against the standard error to ensure their significance.

The effects of each factor were estimated after each experiment. We construct a table each experiment with the estimated effects and interactions. Table 2 is an example of one of these results. The table show the effects and interactions with scale for an experiment on the IBM SP2 when scaling the problem size from 67(67(35 to 131(131(35 using one processor. All the tables show that two subroutines in the ARPS code have extremely high effects on the measured response on both machines. The two factors F8 and F9 representing the subroutines “BCSU” and “BCSV”, which set the boundary conditions for the u-velocity and v-velocity components respectively, catch our attention. 



Table 2: Main effects and interactions when scaling the problem size from 67(67(35 to 131(131(35. The mean (=1493.47 the estimated standard error SE=(2.33.



Factor�Subroutine�Main Effect�Interaction with Scale��F0�(Grid Size)�1464.86�N/A��F1�ADVCTS�27.56�1.28��F2�ADVU�5.23�3.13��F3�ADVV�8.11�2.66��F4�ADVW�4.98�0.05��F5�BCKMKH�9.74�-1.47��F6�BCS2D�-0.63�-0.85��F7�BCSCLR�16.73�-0.44��F8�BCSU�217.04�3.23��F9�BCSV�213.00�-1.18��F10�BOUNDU�7.16�-0.79��F11�BOUNDV�8.24�0.47��F12�JACOB�-0.74�-1.35��



Table 3: The average responses of a full factorial experiment on CRAY J90.



F0�F8�F9�Average Response��-�-�-�605.35��-�-�+�742.55��-�+�-�785.73��-�+�+�953.76��+�-�-�224.87��+�-�+�400.26��+�+�-�400.02��+�+�+�575.95��We isolated these two factors from other factors using a 3 factor full factorial design as in Tables 3 and 4.In both experiments we scaled the number of processors form 1 to 4, while the problem size was kept the same. For the scale factor we used "-" to indicate the use of 1 processor and "+" to indicate the use of 4 processors. While for the other factors "+" was used when synthetic perturbation is introduced, and "-" when not introduced. 



Table 4: The average responses for the full factorial experiment on IBM SP2.



F0�F8�F9�Average Response��-�-�-�1966.45��-�-�+�2173.58��-�+�-�2174.57��-�+�+�2396.68��+�-�-�530��+�-�+�744.87��+�+�-�742.81��+�+�+�960.21��





� EMBED Excel.Chart.5 \s ���

Figure 1: Interaction plot using relative speedup on CRAY J90.



5.3 Results

The primary results indicated that factors F8 and F9 are great targets for future enhancement of the code. The execution time of the corresponding treatments indicates longer running time on the IBM SP2.

The interaction plots of the two highly significant factors are in Figures 1 and 2. The plots were obtained using relative speedup instead of wall�clock time to normalize the results. This allow us to compare the scalability of the two machines. It is clear that the ARPS code is more scalable on the IBM SP2 than on the CRAY J90. In other words using more processors on the IBM SP2 has higher effect on the response than using more processors on the CRAY J90. Nevertheless, from Tables 1 and 2 the global estimated mean of the run time for the CRAY J90 indicates a shorter wall-clock execution time than the IBM SP2.



� EMBED Excel.Chart.5 \s ���

Figure 2: Interaction plot using relative speedup on IBM SP2.



6 Conclusions and Future Work

In this paper we reviewed different approaches and measures to evaluate the parallel systems. While speedup is in existence for long time the scalability of parallel systems is still under study. When studying the scalability of parallel systems many factors are introduced. The complex nature of parallel systems requires the consideration of more than one factor at a time when evaluating the performance. Factorial designs were a good tool for studying simultaneously the effects of more than one factor. The analytical analysis of codes requires a deep knowledge of the code which is not practical for huge codes as ARPS. The approach we followed here does not require much knowledge about the code and it will point out the segments of code that affects its scalability.

	We used the interaction plots of speedup as a normalized measure of scalability. These plots enabled us to compare the scalability of the two machines. However, saying the machine is more scalable does not infer the machine is faster. The average run time was used in conjunction with the speedup interaction plots to obtain a global judgment.

	The factorial designs used here are called two level factorial designs. Our future work will include the use of more complex factorial designs that allow more than two levels. Also we plan to include more than one scale factor in each experiment.



Acknowledgments

ARPS model code used in this analysis is under development at the Center for the Analysis and Prediction of Storms (CAPS), an NSF Science and Technology Center at the University of Oklahoma. Thanks to the Environmental Computing and Applications Systems at the University of Oklahoma (ECAS) for providing us with the access to CRAY J90. We would thank the Department of Physics and Astronomy for providing the access to the IBM SP2 that we used in this study. Our thanks are also due to Dr. Gordon Lyon, NIST for suggesting the approach described in this paper and for his continued guidance.



References

Lakshmivarahan, S. and S. K. Dhall. 1990. Analysis and design of parallel algorithms, McGraw-Hill Inc., New York. 

Wilson, G. 1993. “A Glossary of Parallel Computing Terminology.” IEEE Parallel & Distributed Technology 1, no. 1 (Feb.): 52~67.

Sun, X. and J. Zhu. 1996. "Performance Prediction a Case Study Using Scalable Shared Virtual Memory Machine." IEEE Parallel & Distributed Technology 4, no. 4 (Winter): 36~49.

Sahni, S. and V. Thanvantri. 1996. “Performance Metrics: Keeping the Focus on Runtime.” IEEE Parallel & Distributed Technology 4, no. 1 (Spring): 43~56.

Ramachandran, U., G. Shah, and S. Ravikumar. 1993. " Scalability Study of the KSR-1." Proceedings of the 1993 International Conference on Parallel Processing Vol. I (Syracuse, NY Aug. 16-20).

Koufaty, D.; X. Chen; D. Poulsen; and J. Torrellas. 1996. “Data Forwarding in Scalable Shared Memory Multiprocessors.” IEEE Transactions on Parallel and Distributed Systems 7, no. 12 (Dec.): 1250~1264.

Gustafson, J.; G. Montry; and R. Benner. 1988. “Development of Parallel Methods for A 1024-Processor Hypercube.” SIAM Journal on Scientific and Statistical Computing 9, no. 4 (July): 609~638.

Worley, Patrick 1990. “The Effect of Time Constraints on Scaled Speedup.” SIAM Journal on Scientific and Statistical Computing 11, no. 5 (Sep.): 838~858.

Eager, D.; J. Zahorjan; and E. Lazowska. 1989. “Speedup Versus Efficiency in Parallel Systems.” IEEE Transactions on Computers 38, no. 3 (Mar.): 408~423.

Nussbaum, D. and A. Agarwal. 1991. “Scalability of Parallel Machines.”  Communications of the ACM 34, no. 3 (Mar.): 56~61.

Gustavson, D. 1994. “The Many Dimensions of Scalability.” Digest of Papers from the COMPCON 94 (San Francisco, California, Feb. 28 - Mar. 4). IEEE Computer Society Press.

Muller-Wichards, D. and W. Ronsch. 1995. “Scalability of Algorithms: An Analytical Approach.” Parallel Computing 21, no. 6 (June): 937~952.

Grama, A. Y.; A. Gupta; and V. Kumar. 1993. “Isoefficiency: Measuring the scalability of parallel algorithms and architectures.” IEEE Parallel & Distributed Technology 1, no. 3 (Aug.): 12~21.

Sun, X. and D. Rover. 1994. “Scalability of Parallel Algorithm-Machine Combinations.” IEEE Transactions on Parallel and Distributed Systems 5, no. 6 (June): 599~613.

Zhang X.; Y. Yan; and Q. Mia. 1994. “Measuring and Analyzing Parallel Computing Scalability.”  Technical Report TR-94-03-02. High Performance Computing and Software Laboratory, The University of Texas at San Antonio, San Antonio, Texas.

Lyon, G.; R. Kacker; and A. Linz. 1995. “A scalability test for parallel code.”  Software Practice and Experience 25, no. 12 (Dec.): 1299~1314. 

Xue, M.; K. Droegemeier; V. Wong; A. Shapiro; and K. Brewster. 1995. ARPS Version 4.0 User’s Guide. Center for Analysis and Prediction of Storms, The University of Oklahoma, Norman, Oklahoma.

Alabdulkareem, M.; S. Lakshmivarahan; and S. K. Dhall. 1997. “A Scalability Analysis of Large Code of Interest in Meteorology Using Experimental Design Techniques.” Proceedings of the High Performance Computing , Atlanta, Georgia, April 6-10, 1997.

�APPENDIX A

The following table is the fractional factorial design we used for the 13 factor experiments. Since the runs were performed in random, the treatment number is used for identification only and does not represent the order in which the experiments were actually performed. 



Treatment

Number�F0�F1�F2�F3�F4�F5�F6�F7�F8�F9�F10�F11�F12��1�-1�-1�-1�-1�-1�-1�-1�-1�-1�-1�-1�-1�-1��2�-1�-1�-1�-1�1�1�1�1�1�1�1�1�-1��3�-1�-1�-1�1�-1�1�1�1�1�-1�-1�-1�1��4�-1�-1�-1�1�1�-1�-1�-1�-1�1�1�1�1��5�-1�-1�1�-1�-1�1�1�-1�-1�1�1�-1�1��6�-1�-1�1�-1�1�-1�-1�1�1�-1�-1�1�1��7�-1�-1�1�1�-1�-1�-1�1�1�1�1�-1�-1��8�-1�-1�1�1�1�1�1�-1�-1�-1�-1�1�-1��9�-1�1�-1�-1�-1�1�-1�1�-1�1�-1�1�1��10�-1�1�-1�-1�1�-1�1�-1�1�-1�1�-1�1��11�-1�1�-1�1�-1�-1�1�-1�1�1�-1�1�-1��12�-1�1�-1�1�1�1�-1�1�-1�-1�1�-1�-1��13�-1�1�1�-1�-1�-1�1�1�-1�-1�1�1�-1��14�-1�1�1�-1�1�1�-1�-1�1�1�-1�-1�-1��15�-1�1�1�1�-1�1�-1�-1�1�-1�1�1�1��16�-1�1�1�1�1�-1�1�1�-1�1�-1�-1�1��17�1�-1�-1�-1�-1�1�-1�-1�1�-1�1�1�-1��18�1�-1�-1�-1�1�-1�1�1�-1�1�-1�-1�-1��19�1�-1�-1�1�-1�-1�1�1�-1�-1�1�1�1��20�1�-1�-1�1�1�1�-1�-1�1�1�-1�-1�1��21�1�-1�1�-1�-1�-1�1�-1�1�1�-1�1�1��22�1�-1�1�-1�1�1�-1�1�-1�-1�1�-1�1��23�1�-1�1�1�-1�1�-1�1�-1�1�-1�1�-1��24�1�-1�1�1�1�-1�1�-1�1�-1�1�-1�-1��25�1�1�-1�-1�-1�-1�-1�1�1�1�1�-1�1��26�1�1�-1�-1�1�1�1�-1�-1�-1�-1�1�1��27�1�1�-1�1�-1�1�1�-1�-1�1�1�-1�-1��28�1�1�-1�1�1�-1�-1�1�1�-1�-1�1�-1��29�1�1�1�-1�-1�1�1�1�1�-1�-1�-1�-1��30�1�1�1�-1�1�-1�-1�-1�-1�1�1�1�-1��31�1�1�1�1�-1�-1�-1�-1�-1�-1�-1�-1�1��32�1�1�1�1�1�1�1�1�1�1�1�1�1��

The above design was obtained using the "FACTEX" procedure available with the SAS package. This procedure will generate orthogonally confounded designs including factorial and fractional factorial designs. After constructing a design, it can be printed, saved to file, or used as SAS data set.
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