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ABSTRACT. This paper introduces a qualitative approach for select�ing the relational database manage�ment systems (RDBMS) in information centers (IC). This problem is difficult for most of the decision makers since the selec�tion procedure needs to evaluate many RDBMS in the market with a variety of features. The specification of a selection procedure is a joint decision between the in�formation center data manger, the system programmers, system analysts, and application end-users. Using all  quantitative measures of the real merits of the desired RDBMS, Preferential Neural Networks (PNN) can be implemented to select the most suitable RDBMS to the information cen�ter desires. The con�struction, training, and verification of PNN are the salient turn points of this article. The output of the PNN will be the unbiased decision pursued by the IC manager to select or reject certain RDBMS.  





  





1. INTRODUCTION





It has been emphasized, through the age of information revolution, that the decision making is not only a matter of cleverness but also a kind of art that should be based on strong scientific background. This spirit has inspired many of IT researchers to look for qualitative and quantitative decision support criterion. In information centers, the de�cision making is becoming a complex procedure since the number of competitors in software and hardware is rap�idly increasing with the time evolu�tion. Every day we can realize tremendous changes in both software and hard�ware characteristics. This, of course,  will put a heavy burden on the IC manger to regularly make up his mind. The need for a solid ground for the IC manager to fairly decide either to select or reject a certain RDBMS is essentially needed [1-4].





The hardware selection process has attracted the atten�tion of many researchers in literature. The most fre�quent applications of Digital Computer selection and evaluation has been achieved using the preferential neu�ral networks [5-8]. In comparison with traditional com�puter selection  techniques that are usually based on qualitative analysis [9-11], various cost-value and util�ity oriented qualitative methods [12-13], or simplistic scoring approaches [14-17], the preferential neural networks (PNN) offer three important advantages. These advantages can be described as [18]:


�
PNNs are based on continuos preference logic and offer high flexibility in expressing any kind of complex logi�cal relationship among system re�quirements.


The stepwise supervised learning technique enables an easy and extensive acquisition of expert experi�ence that yields a high accuracy of PNN models.


�
The available specialized software tools (ANSY, CDS, SEL), greatly reduce the time necessary to or�ganize and efficiently use the PNNs.


 


In addition to digital computer evaluation and selection studies, the PNN models have also been successfully used for the evaluation and optimization of analog computers [19-20], and hybrid computers [21].





In this paper, the problem of selecting an RDBMS for an information center will be emphasized. 





2. THE QUALITATIVE SELECTION APPROACH 





There are four phases involved in the selection of RDBMS in the qualitative approach [22]. These phases are:





Step 1 : Needs Analysis





The re�quirements will be the driving factor for choosing the right product. The consideration of future requirements is also important because, if you outgrow the original product’s capabilities, it will be much more expensive and time consuming to convert to another product later on. It is always ideal to find a product which addresses all of your current and future needs, but sometimes it is impossible. In this case prioritizing your selection cri�terion before evaluation different products ensures that the final selection will address more important re�quirements.





Step 2 : Vendor Evaluation





There are three directions in evaluating an RDBMS vendor [22]. They are:





Consider the breadth of product/offering from each vendor.


Look for vendors with strategic direction that will help in handling today’s and tomorrow’s needs.


Look for vendors with a stable financial track rec�ord.





Step 3 : Product Evaluation





Prior to evaluating individual products, it is a good idea to review the prioritized selection criteria stated in step 1. This will help in keeping the proper prospective on many features and functions available. In addition to perform�ing product evaluations, it might be required to gain additional prospective from independent products reviews. It is important to verify that the individual evaluators test tasks which are comparable to the expe�rience level of the sys�tem users. The product evaluation step will narrow the possibilities to a short list of products. If, at this stage, one product does not stand out as being the best fit, it might be important to pro�ceed to the next hand-on evaluation process [22]. This will be the test example on which the qualitative ap�proach will be applied.


�
Step 4 : Hands-on Evaluation





The investment of time and staff in the hands-on evaluation procedure, will pay excellent dividends in the form of additional first-hand product knowledge and ex�perience. This step, if it is executed successfully, will generate increased confidence that the right RDBMS has been well selected. 


   


3. ELEMENTS OF THE QUNTITATIVE RDBMS ‘S PRODUCTS SELECTION APPROACH  





To complete this step successfully, one has to evaluate the RDBMS products that are available in the market. Before going further in this step, the IC manager should be aware of the following points in his needs analysis:





Who will define the requirements?


What is the IC  profile?


What type of processing does the center need?


What are the development application require�ments?


What are the operation environments?


Does the center need distributed processing?


What are the future requirement of the IC?





Also he should investigate the following points about the different vendors of RDBMS:





What is the vendor background?


Does the vendor provide good client services?


What is the product pricing structure of that vendor?


What is the software update policy of the vendor?


Are the user documentation available and  satisfactory?


Are there any third-party products and services that can be considered as a supplementary offer?





All these points can give indications on what products and with which vendor(s) shall the IC manager start his evaluation process. Then he has to carefully minimize the gap between his needs and the exist�ing products in the market or he should wait some time for improvements in the RDBMS quality. Assum�ing he is satisfied, one day, with the products that are pro�vided by some vendors, then he can start the stage of evaluating these products quantitatively.





There are several key product areas to be investigated when performing product evaluation step in RDBMS selec�tion quantitative approach. These include :





Product design.


Database engine.


On-line transaction processing (OLTP) capabilities.


Database Tools.





The elements of each criterion are given below:





�
RDBMS Product Design 





This includes the answers on the following questions





Does the RDBMS under investigation have a system Catalogue or data dictionary?


Does it offer a Client/Server Architecture? Does the RDBMS utilize the multi-processor facility on Hardware, i.e. does it achieve increased performance through parallelism and concurrent processing techniques?


Is it Portable across hardware platforms and operat�ing systems?


Is it scalable?


Can the database be used in distributed way? Does the RDBMS support two-phase commit protocol for distrib�uted transaction? 





Database Engine 





The RDBMS evaluation in this step is based on the outcomes of the following inquiries





What is the database capacity, e.g. are there limits on the number of database/application; tables/database; and rows and/or columns/table. In addition, what is the maximum size of row and column, and how many fields can be indexed or how many indexes can be stored in one database table?. In the future, the database on the server (in Client/Server applications) must be able to accommodate the largest tables and databases that the applica�tions under development need, now and in the future.


Are there any other additional data type than integer, floating point, decimal, money, character, time and date? If they are available, it will be another advantageous score. One more investigation should be added to this step which is “Is there any possibility of having Binary Large Object (BLOB) as a data type if the applications re�quire that?.


Is the phenomenon of data integrity is apparent in the use of RDBMS? This, of course, will include data valida�tion, null operations, data duplication, and referential integrity [22]. 


On what level is the data secured, on database level, on table level, or on record level, or on fixed level access or any combination of these? The security level is a function of the working environment in the IC. There is no unique rule to give advantages of data security in ICs as an absolute measure. It is different from one IC to an�other.


In what way is the transaction management executed? Is there a support to “COMMIT” and “ROLLBACK” facility?


What level of adherence to SQL-standard does the RDBMS under investigation have? Is it in complete or in partial  compliance with ANSI SQL standard? Adherence to the standard allows the IC manager to derive maximum benefit from the power of SQL language, while extensions to the standard can provide the IC man�ager with additional flexibility and productivity [22].





�
On-line Transaction Processing (OLTP) capabilities 





The information collected should include the following features





In case or critical system time down  operating conditions, the RDBMS should be able to perform the backup according to the procedure written by the system programmer without any work interruption. Is the RDBMS capable of doing so? this will be an advantage if it is serviceable. Another great preference of RDBMS is its ability for “disk mirror�ing”. If the RDBMS under investigation can provide this facility, it will be another positive point.


In case of using multi-user applications, the IC manager should be satisfied about the concurrency control of the selected RDBMS. He might get that in the answer of the following questions “On what level can the RDBMS perform data locks; on row level, or page level, or table level? And what is the type of data lock? Is it shared, or update, or exclusive? Is the RDBMS able to perform deadlocks?


In case of system failures, is the RDBMS able to recover data quickly and automatically? 





Database Tools 





This will cover the following points





Does the presented RDBMS allow an “ad-hoc” interface to support rapid access to data for the new or occa�sional database users and allow professional programmers to prototype SQL queries during application devel�opment?


Is there a menu driven user friendly interface to define and modify tables, columns, and attributes and save the results of the interaction on a file for later use?


Is there a possibility of using “query-by-example” common facility?


Would it be possible to generate, modify, and run forms, menus, and reports easily through an “ad-hoc” inter�faces?


Is there a self explanation “Error Messages” system with a good “Help”?


Is there a possibility of using integrated “Embedded SQL” and 4GL in programming?





Having the answers on all these questions, the IC manager will find himself mindly disorganized since the infor�mation given in the replies is huge and need to be categorized, analyzed, and testified. Therefore the need for an assisting tool to give an unbiased answer to decide on buying the best performance RDBMS is of  a great value. This, of course, should not acquire a complicated estimation technique. In fact we need a simple, and straight for�ward methodology to give the rapid, right, and unbiased answer. The best way, is to utilize the computer capability in doing so through the implementation of PNNs which have proven its success in selecting computer hardware in literature [6].





4. THE PREERENTIA NEURAL NETWORKS  





The PNNs for system evaluation are character�ized by a simple stepwise training technique. The input layer of PNNs consists of extended ADAPRENE nodes which include input preference evaluation units, while all other layers contain ADAPRENE units. The PNNs have successfully applied for evaluation, comparison, selection, and optimization of various computer systems [18]. 





�
Quasi-Conjunction and Quasi-Disjunction in CPL





By definition, each assertion that an evaluated object completely satisfies a given requirement is called a “value statement”. The degree of truth of a value statement is called preference.





Evaluated objects can generally have various properties. Any selected requirement can be satisfied noway, or par�tially, or completely. Accordingly, a value statement can be false, partially true, or completely true. If “0” represents the truth value of a false statement and “1” denotes the truth value of a true statement, then each preference belongs to the interval I:=[0,1].





The CPL function is defined as mapping In ( I, i.e. mapping of input preference x1, x2, ..., xn into an output prefer�ence xo. In system evaluation models, some input preferences affect the output preference more or less than other input preferences. This degree of importance can be easily adjusted using appropriate weights w1, w2, ..., wn  ( wi > 0, i=1, 2, ..., n; and w1+w2+...+wn = 1.





In case of Quasi-Conjunction (QC), a relatively high output preference can be obtained only as a consequence of the simultaneous presence of sufficiently high input preference. A single low input preference in this case will substan�tially decrease the output preference. Similarly, in the case of Quasi-Disjunction (QD), a relatively low output pref�erence can be obtained if all input preference are simultaneously sufficiently low. A single high input preference in the case of QD can substantially increase the resulting output preference [18].





The degree of coincidence of high input preference is called the conjunction degree and is denoted as “c”. The QC can be symbolically denoted as follows


� EMBED Equation.2  ���							(1)





The symbol “(“ is called the “and” operator. 





In a similar way, the degree of replaceability of input preferences is called the disjunction degree “d”. The Quasi-Disjunction (QD) can be denoted as


� EMBED Equation.2  ���							(2)





The symbol “(“ is called the “or” operator. 





The properties of QC and QD suggest that, the conjunction degree “c” can be defined to represent the normalized average distance (or difference) between QC and the pure conjunction, or the av�erage proximity (or similarity) of QC and the pure conjunction. Similarly, the disjunction degree “d” can be defined as the normalized average dis�tance (difference) between the QD and the pure disjunction, or the average proximity( similarity) between QD and pure disjunction. For both QD and QC, the arithmetic mean (AM) is the boundary function. Accordingly, AM can be viewed as the logical neutrality function having neither conjunction nor disjunction characteristic properties [18].





�
The Generalized Conjunction-Disjunction Function





The Generalized Conjunction-Disjunction (GCD) function can be expressed as


� EMBED Equation.2  ���						(3)


where the symbol ( denotes the and/or operation and “q” is called the degree of compensation. A low degree of compensation indicates that a low value of any input preference cannot be easily compensated by high values of other input preferences (this is the characteristic of QC group). On the contrary, a high degree of compensation means that a single high input preference can compensate low values of all other input preferences (this is a charac�teristic of QD group) [18].





Adaptive Preferential Neuron and Their Training





A traditional model of neuron that is based on the weighted arithmetic mean, activation, and transfer function is shown in Figure (1) [23]. Such a neuron and its parameter adjustment technique based on the back propagation algorithm for supervised learning can be used as a feedforward neural network systems in the sense of Kolmogrov [24] for a variety of applications [25]. The application also include system evaluation but with an excessive compu�tation burden since the selection domain is normally large [18]. So, the IC manager will be faced with the problem of preparing a train�ing set whose size and complexity are beyond the acceptable level.





A method to cope with the size and complexity of real system evaluation problems is to apply PNN and train each neuron individually. This is possible since the system evaluation network has a tree-like structure where each neu�ron behaves as a preference aggregation unit having well defined inputs and outputs. In addition, the number of inputs per neuron varies from 2 to 5. For such a neuron, a supervised learning can easily be organized. The simplest possible ADAPRENE  is the GCD-ADAPRENE presented in Figure 2. 





The training of the GCD-ADAPRENE neural network is based on the minimization of the following error index w.r.t the weights w1, w2, ..., wn and the GCD-factor r.   


� EMBED Equation.2  ���


with the following constraints


� EMBED Equation.2  ���.							(4)





Define auxiliary criterion functions ((w1, w2, ..., wn) and ( (wi) as





((w1, w2, ..., wn) = |w1+w2+...+wn - 1|							(5)


and


                 1,            wi ( 0


( (wi) =     0,      0 < wi < 1.							(6)


                 1,            wi ( 1





The composite criterion for supervised learning can be defined as


� EMBED Equation.2  ���� EMBED Equation.2  ���� EMBED Equation.2  ���			(7)


where ( denotes a parameter used to adjust the influence of the ( function. An efficient way to find the parameters {w1, w2, ..., wn ,r} is to minimize the function given by equation (7) using the simplex algorithms [26-27] for differ�ent values of ( (0.1, 0.5, 1.0, 2.0, 5, 10). The initial values for {wi, i=1, 2, ..., n} can be considered as 1/n. For the parameter, r, it is useful to detect whether we have the QC (where the output values are lower than the arithmetic mean of the input values in training procedure) or QD (where the output values are higher than the arithmetic mean of the input values during training). The initialization of the parameter {r} will be as follows 


� EMBED Equation.2  ���


and


� EMBED Equation.2  ���							(8)


  


Some typical values for ro are 2 < ro < 10, [18].





5. APPLICATION OF PNN IN RDBMS SELECTION





PNNs for system evaluation have a global tree structure where nodes represent specific ADAPRENE unit perform�ing preference aggregation operations. In other words, the requirements that should be satisfied by the complete selection procedure can be decomposed and expressed as separate selection subsystems. These final selection sub�systems are called performance variables [18]. We can define a function that directly maps a given value of per�formance variable into the corresponding elementary preference. The mapping reflects the requirements specified by the evaluator, IC manager in our case, and presents a part of the selection model [28]. 





The preference aggregation process is characterized by the preferential independence property [18]. This means the tradeoffs between selection subsystem preferences at a given aggregation node do not depend on the level of remain�ing preferences. Assuming that form of preferential independence, it is possible to separately define each preference aggregation function. If the global criterion function is realized as a PNN then the adjustment of pa�rameters of individual neurons can be done separately for each neuron. Such a process will be called “stepwise su�pervised training”.





Before using preferential neurons we have to map the performance variables (inputs), i.e. x1, x2, ..., xn, into elemen�tary preferences using an elementary criterion  g1 := X1 ( [0,1] that yields an elementary preferences E1 := g1(xi), i=1, 2, ..., n. Examples of elementary criterion functions are given in Figure (3). 





Using the suitable elementary criterion function, we can get the elementary preferences E1, E2, ..., En , that are then used as inputs in the preference aggregation process. The preferential neurons in the first layer of PNN will have a structure as shown in Figure (4). The output of the first layer will compose the inputs of the second layer of PNN. The output preferences decreases from one layer to another yielding at the last level a single global output prefer�ence, Eo,  which will be the answer to the selection problem (yes or no).





The RDBMS Selection Procedure





The selection procedure can be summarized as follows:





STEP 1:





Starting from the initial node which include all the RDMBS features, decompose these features into lower level nodes representing sub-systems. 





STEP 2:





For each performance variable x1, an elementary criterion function g1 is defined and used to compute the corre�sponding elementary preference E1 = g1 (x i),      i=1, 2, ..., n.





STEP 3:





The elementary performances E1, E2, ..., Em , where m is the number of selection sybcategories, are aggregated us�ing the multi-layer network of Figure (4) which yields the global preference of the evaluated system as


� EMBED Equation.2  ���


        � EMBED Equation.2  ���


        � EMBED Equation.2  ���							(9)





6. COST PREERENCE ANAYSIS OF PNN





It a technique for selecting the best RDBMS in the same way as the classical cost effective methods [8,29-31]. The RDBMS systems which satisfy the condition          Eo ( Emin and Co ( Cmax (Eo is the global preference and Co is the global cost), where Emin denotes the minimum acceptable global preference and Cmax represents the maximum cost within the IC budget. The selected RDBMS can then be compared according to 





Qu = Eo/Co,


Qr = pEo/Emax+(1-p) Cmin/Co,   0<p<1,


Qe = pEo+(1-p) (Cmax-Co)/Cmax,							(10)


and


Qc =pCmin Emax/Eo+(1-p)Co





where Emax is the maximum preference and Cmin is the minimum cost the IC can pay [8].





�
7. NEURAL NETWORK PERFORMANCE METRICS





In literature, there have been noticed that some performance metric have been applied on back-propagation neural network such as percent correct, average sum-squared error, normalized error and Chi-square test [33]. The Receiving Operating Characteristics Curves (ROC) has been also invoked to measure the accuracy of medical diag�nostic systems [34]. The concept can be easily extended to measure the efficiency of the RDBMS selection proce�dure using PNNs.   





In applying the ROC to a given selection decision indicated by an output neuron in PNN, four possible alternatives exist. The first alternative is a true positive decision (TP), in which the positive diagnosis of the RDBMS selection procedure coincides with the positive diagnosis according to the gold standard set by the IC manager. The second is a false positive decision (FP), in which the RDBMS selection procedure made a positive diagnosis that contradicts with the positive diagnosis of the IC manager. The third possibility is a false negative decision (FN), in which the IC manager made a positive decision that contradicts wit the RDBMS selection procedure. The fourth possibility is a true negative decision (TN), in which both the IC manager and the selection procedure have determined the ab�sence of a positive decision in selecting successful RDBMS. The different cases are illustrated in Table 1.





Table 1 : The decision alternatives





�
IC Manager Diagnosis�
�
PNN Diagnosis�
Positive�
Negative�
�
Positive�
(TP)


True Positive)�
(FP)


False Positive�
�
Negative�
(FN)


False Negative�
(TN)


True Negative�
�



The ROC makes use of two ratios involving these possible decisions. The first ratio is TP/(TP+FN), which is gen�erally called the true positive ratio or sensitivity. The second is FP/(FP+TN), which is called the false negative ra�tio. The term TN/(TN+FP) is known as the specificity and it can derived from the false positive ratio as (1 - false positive ratio). The ROC curve is a plot of true positive ratio against the false positive ratio at different selection thresholds. Typi�cal values of this thresholds are 0.1, 0.2, ..., 0.9. The area under the curve represents a practical measure of how good is the selection procedure during the training session of PNNs. This area lies between 0.5 and 1.0. The closer the area under the ROC curve to 1.0, the better performance of RDBMS selection procedure using PNN is.  





 8. APPLICATION





To apply the study given in this article, extensive set of information should be collected about the existing RDBMS in the market. As stated before, the selection procedure depends mainly on the actual needs of the entity. A relation database may be recommended from one view but it could be rejected from another view. 





A typical tree structure is given in table (2). For the definition of some technical terms, the reader is referred to any specialized book on databases such as [1, 22]. Each component of sub-tree will be given values as follows:





For measurable component:





For high performance, tree elements will be given values between 0.85 and 1.0 according to the decision of the evaluator.


For medium performance, tree elements will be assigned values between 0.55 and 0.8 based on the evaluator decision.


For low performance, the tree element will be given values between 0 and 0.5 depending on the effect on the total selection procedure.


  


For unmeasurable components:





When the system evaluator has to say “yes” or “no” on the existence of one tree element, he will assume “1” for “yes” and “0” for “no”.





According to the final investigation of all tree elements, the evaluator will give a value specifying the level of con�fidentiality he will accept the RDBMS under test. This value lies between 0 and 1. This will represent the output of the selection procedure given by the evaluator who might be the IC manager or a member of the selection team. 





In the next step, the PNNs as illustrated in Figure (3) will be applied on each sub-tree and the weight factors {wi} will be estimated for each of them. The training will be done using the data set given by the evaluators as described before. The final training will be yielding a decision value which will support the acceptance of a certain RDBMS or rejection of the RDBMS under investigation. The large set of data given by evaluators, the correct selection sys�tem is. The second step will be to test the adequacy of the resulted PNNs for the selection procedure. This can be achieved using the ROC curve measure as explained earlier. One we arrived to a decision that the trained PNNs is perform�ing well in comparison to the data given by the evaluators, we can use that PNNs in further selection regimes.





If it desired to consider the effect of RDBMS cost on the selection decision, one can apply one of the criterion given by equation (10). This will be beneficial if we are looking for the best performance with reasonable cost.





9. CONCLUSION    





In this article, a quantitative approach for selecting the RDBMS in an information center has been introduced. The approach is based on the preferential neural network. The structure, training, and verification of these PNNs have been introduced. The way describing how the strategy can be applied has been explained. A tree structure illustrat�ing all the selection elements has been delineated. For further research, a recommendation for coding this approach on a PC is required with some actual data col�lected from the RDBMS market in order to show the applicability of the presented methodology given herein.
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Table (2) : RDBMS Selection Tree List





PRODUCT DESIGN





Data Dictionary.


Concurrency.


Data Integrity.


3GL & 4GL Interfaces.


Scalability.


SQL-standards Compliance.





DISTRIBUTED DATABASE FEATURES





Data Replication.


Data Query Optimizer.


Location Tranceparancy.


Two Phase Commit.


Distributed Database Capabilities


Distributed Read.


Distributed Join.


Distributed Update.





ON-LINE TRASACTION PROCESSING





Event Alerts.


Lock Granularity.


Query Optimization.


Decision Support.


Stored Procedures and Triggers.





DATABASE TOOLS





Architecture and Administration


Auditing.


Fast/Bulk Loader.


Horizontal Fragmentation.


Multi Threaded Architecture.


Parallelism.


Query Resource Manager.


Security.


Raw Disk Access.


Storage.


Versioning.
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Figure (1) : A Traditional Model of Neuron
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Figure (2) : The Simple GCD-ADAPRENE Neural Network





E1





x1





Example 1





E2





x2





Example 2





E3





x3





Example 3





Figure (3) : Example of Elementary Criterion Functions
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Figure (4) : The Multi-Layer PNN for the Selection Procedure
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