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�ABSTRACT. In most recent Natural Language Interface to DataBase Systems (NLIDBS), a natural language question is transformed into an intermediate logical query. The reason for that is to express the meaning of the user's question in terms of high level world concepts, which are independent of the database structure. Then the logical query is translated to an expression in the database's query language, and evaluated against the database. Based on reviews of previous work, there is no such Arabic natural language interface to database systems using this approach. This paper introduces on-going research concerned with developing an Arabic natural language interface to database systems using the intermediate meaning representation approach. For that reason we build LMRA notation as a representative for this approach for the Arabic language.  





1. INTRODUCTION


In recent years development of natural language interfaces to databases have been one of the most important areas in Natural Language Processing (NLP). For casual users communication with databases in natural language is a convenient and easy method of data access. The architecture of the system that we are working on is illustrated in Figure 1. The natural language input is first processed syntactically by the parser. The parser generates a parse tree after it consults a set of syntax rules. The parse tree is then transformed to the intermediate logical query by the semantic interpreter. The translator is responsible for producing the database query. The mapping to database information specifies how logic predicates relate to database objects. In the case of an interface to a relational database, the simplest approach would be to link each logic predicate to an SQL statement.  The advantage of NLIDBS based on this approach is that, the linguistic front-end which generates the logic queries, is independent of the underlying DBMS. Thus, the NLIDB can be ported to a different DBMS, by rewriting the translator module.


   


2. RELATED WORK


Most research on  computer Arabization has concentrated on morphological analysis but little research treats the other computational linguistic levels [10]. In the eighties there were two natural language processing systems dealing with the Arabic interrogatives. The first one was Arabic Language Interpreter (ALI) built by Saad Mehdi [12] and the other one was Natural Arabic Understanding System (NALUS) by Al-Muhtaseb and Khayat [3]. 





Mehdi used the Definite Clause Grammar (DCG) formalism implemented in Prolog for the Parsing of Arabic sentences. He used the Semantic Marker and Selectional Restriction (SMSR) approach in the definitions of each sense of the word in the dictionary to represent the meaning of the sentence. The ALI system was restricted to two types of Arabic sentences: simple nominal sentences and simple verbal sentences. The NALUS system consists of six modules: user interface, lexicon, syntax, knowledge and semantics, inference, and sentence generator. The system treats simple verbal sentences and simple nominal sentences using pattern matching to determine the types of the words in the user input.  
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Figure 1: Architecture of the system





A Knowledge Based Arabic Question Answering System (AQAS) [13] is a system built in the nineties to deal with a knowledge base of a radiation domain. The system divided any query into two parts: a known part (the thing asked about) and a required part (the information requested). The parser converts the input query into internal meaning representation (IMR) which is processed by the interpreter to find the answer and generate it for the user. The IMR of  AQAS is simple, looking for certain words in the query to specify the required information.  





Yamani and Al-Zobaidie [16] proposed A Question-Answering system for Arabic. The proposed system was based on the understanding of the syntactic and semantic constituents of the Arabic interrogative by analyzing the interrogatives using the Lexical Functional Grammar (LFG) theory [14],[15]. They treated a query like


	  -  ayna thahaba ahmed wa ayna mohammad?


 	where did Ahmed go and where Mohammad?


by passing the verb thahaba to the part ayana mohammad as if it was ellipsis which is incorrect in Arabic. There are two complete questions “ ayna thahaba ahmed” and “ wa ayna mohammad”. Here we cannot say the question refers to the previous verb in “ wa ayna mohammad”. Two Arabic nouns (ayna is a noun in Arabic) may represent a sentence without a need for a verb. Question “ ayna thahaba ahmed” is about Ahmed who might have gone somewhere while “ wa ayna mohammad” is about Mohammad where the hearer expects that we are expecting him to be somewhere nearby. 


Al-Khazoon is another system dealing with Arabic interrogatives [2]. In this application, one abstract data type can be created to capture all possible Classified Bases (CB) which can be represented in the form of a relational database table. Each simple sentence in the natural Arabic language  text is stored in a separate record in this table.





All of the above systems have the following problems:


None of them can handle quantifiers.


Most of them are domain dependent. Thus, applying one of them to another domain will require almost rebuilding the system.


They are dealing with simple knowledge bases rather than databases, and even Al-Khazoon deals with a database containing just one table.


They can handle simple straightforward queries.


None of them build a complete independent meaning representation for the whole query.





3. ARABIC LANGUAGE CHARACTERISTICS


In this section we will look at the characteristics which affect the logical meaning of an Arabic sentence. The definite article for all cases, number and gender is  “al” (the) , which is written prefixed to the word it defines. There is no indefinite article in Arabic.





In Arabic there are two types of gender: masculine and feminine. Gender is grammatical not necessary natural. Thus, gender for any mammal noun means male or female but for any thing else means either masculine noun or feminine noun. Any mammal common noun is affected by its gender in its referent. For example, a common noun such as (taleb) refers to “male student” while (talebat) refers to “female student”. That means a query like:





	- man altaleb allathi najaha fi madat pascal? 


	who the student that passed in course pascal





means that there is a male student and he had passed the Pascal course. Thus, the search in the database should scope to male student not any student who passed Pascal. Also, with few exceptions the plural masculine for a mammal noun can be used to refer to both genders (male and female). 





A verb in Arabic not only refers to the action and tense but also refers to the person, gender, and number. There is no such thing as a copular verb in Arabic. Arab linguists proposed several classifications of Arabic sentences from different viewpoints. Saad Al-jabri [1] reviewed them and come up with the conclusion that they did not satisfy the computational  model requirements. Thus, he proposed the following classification for Arabic sentences:





- A pure sentence  is a sentence with a sequence of nouns or verbs or both of them but it does not contain any tool.


- A tool sentence is a sentence with a sequence of nouns or verbs or both of them but it does contain at least one tool.


- Tools is a finite set of words such as articles and prepositions.


- A simple sentence is a sentence that represent an independent structure.


- A complex sentence is a sentence that contains more than one independent structure.


- A nominal sentence is a sentence that starts with a noun or a number of tools followed by a noun. It may or may not contain a verb.


- A verbal sentence is a sentence that starts with a verb. It may be preceded by one or more tools.


 


Another computational classification for Arabic sentences was proposed by Saad Mehdi [12]. He followed most of the Arabic linguists in classifying Arabic sentences into two basic types of sentences: verbal and nominal. But he defined each type in a different way:


  


- A verbal sentence is one that includes a verb as a constituent. 


- A nominal sentence is sentence in which only nominal elements are used as constituents. There is no verb, but only a subject and a predicate.





One problem with the Mehdi approach is that it is an incomplete module for analyzing Arabic sentences computationally and that is why the Mehdi system deals with just simple sentences. Another problem is that his definition for the two types is not supported by the majority of Arabic linguists. Arabic linguists define the nominal sentence as a sentence that starts with a noun even if it contains a verb; and the verbal sentence as a sentence that starts with a verb. On the other hand, Al-jabri provided a new computational classification module for Arabic sentences taking into account most of the linguists’ viewpoints.


 


4. LOGICAL MEANING REPRESENTATION


Semantics is the level at which language makes contact with the real world. Thus it is the most important part of natural language processing but at the same time it is the most difficult. Although, several approaches had been proposed for semantics, very few of them applied to Arabic. Alneami [6] and Yamani and Al-Zobaidie [15] applied the LFG approach while Mehdi [12] used SMSR for the meaning of Arabic sentences. No one has applied the Logical Meaning Representation (LMR) approach to describe the meaning of Arabic sentences. 





In this approach, semantics is considered as a mapping between the logical propositions (intentional logic, lambda-calculus, etc.) expressed by sentences and the structure of some real or possible world [7]. This approach is very important to question answering systems because it express the meaning of the user's question in terms of high level world concepts, which are independent of the database structure. Thus, it is not difficult to port systems based on this approach to other knowledge domains. 





The logical form language [11] and three-branch quantifier trees [8] are all representatives of this approach, although important differences can be made between individual theories. All of the above theories were applied to English and some other languages but none of them has been applied to Arabic yet.





As we have seen Arabic is different from English in the word order, article, noun feature, verb feature, and type of sentence. Also, the above theories are built for sentences that contain a verb as McCord [11] mentioned:


 


“The verb is the heart of the sentence, or perhaps we should say ‘the head,’ because we follow the notation that every non-compound sentence or phrase has a well-defined head word” [p. 295].





While in Arabic a sentence may or may not contain a verb.  Thus, we cannot take one of the above theories and apply it to Arabic directly. For that reason we built LMRA notation as a representation for this approach for the Arabic language.





5. LMRA FORMALISM


In this paper, we will discuss the final output of LMRA. The detail of the parser and the grammar rules will be discussed in another paper. 


Table 1 shwos LMRA logical formulas that represent a number of Arabic words and phrases, along with a way of representing these formulas in prolog. LMRA divides common nouns into two classes: 


a- A mammal common noun which takes more than one possible gender thus it is represented with its gender.


b- A non-mammal common noun which takes just one possible gender, thus it is represented without its gender.





	Table 1 : LMRA representation of simple words and phrases.


Words and


 Phrases �
LMRA logical


 formulas�
Prolog 


Equivalent�
�
Proper noun


     ahmad�
logical constant


    ahmad    �



ahmad�
�
Mammal


common noun


     talib


     student�
one-place predicates


joined by ‘and’


((x) (talib(x) ( gender(x))�






X^(talib(X)(gender(X))�
�
Non-mammal


common noun


     madat


     course�
one-place predicate





((x) madat(x)�






X^madat(X)�
�
Noun with


adjective


     talib mumtaz


  excellent student�
one-place predicates


joined by ‘and’


((x) (talib(x) ( mumtaz(x))�






X^(talib(X)(mumtaz(X))�
�
Intransitive verb


     tkharraja


    graduated�
one-place predicate


((x) tkharraja(x)�



X^tkharraja(X)�
�
Transitive verb


     darasa


     studied�
two-place predicate


((y) ((x) drasa(x,y)�



Y^ X^drasa(X,Y)�
�
Preposition


     ma’a


     with�
two-place predicate


((y) ((x) ma’a(x,y)�



Y^ X^ma’a(X,Y)�
�



 


Any proper noun will be represented as an identification (id) of that noun as in (1). In Arabic,  plural masculine and masculine form of irregular plural (broken plural in Arabic) of a mammal common noun are used to refer to male gender, and it can also be used to refer to both genders. In other words, questions like (4), (5), (9), and (12) may refer to both male and female students. That means there are two interpretations for the plural masculine of a mammal common noun; one refers to the male gender and the other one refers to both genders. We solve that ambiguity by choosing the second interpretation (refer to both genders) as a default and the user can then choose the other interpretation through a system dialog.


 


-hal altaleb ahmed darasa madat com301? 						(1)


   is the student ahmed studied course com301?


one (X, (taleb(X) ( gender(X, male)) ( id(X, ahmed), ( (Y, madat(Y) ( id(Y, com301), darasa(T, X, Y) ( time(T, past)))





LMRA uses the following operators:


	singular definite: one


	plural definite: all -->  (  


			at least one or more  -->  (


	dual definite:  two


	logic and: (


	           or: (





Although, a quantifier like “kul (all/every)” should refer to all items of the entity it covers as in (2), it is sometimes restricted by the gender of the noun following it. If it is followed by a mammal common noun in a singular form as in (3) it will be restricted to the gender of that noun refer to every item of the domain. But when it is followed by a determined mammal common noun in a plural form as in (4) and (6) it will lose its effectiveness, because that noun will do the same function in the query as in (6) and (7).   





-hal kul almawad darrasaha ahmed? 						(2)


 is all the courses taught by ahmed?


((X, madat(X), ( (Y, id(Y, ahmed), darrasa(T, X, Y) ( time(T, past)))





-hal kul taleb darasa madat com301? 						(3)


  is all student studied course com301?


((X, (taleb(X) ( gender(X, male)), ( (Y, madat(Y) ( id(Y, com301), darasa(T, X, Y) ( time(T, past)))





-hal kul altollab daraswo madat com301? 						(4)


  is all the students (masculine) studied course 301?


((X, (taleb(X) ( gender(X, male/female)), ( (Y, madat(Y) ( id(Y, com301), darasa(T, X, Y) ( time(T, past)))





-hal altollab daraswo madat com301? 						(5)


 is the students (masculine) studied course 301?


((X, (taleb(X) ( gender(X, male/female)), ( (Y, madat(Y) ( id(Y, com301), darasa(T, X, Y) ( time(T, past)))





-hal kul altalebat darasuna madat com301? 						(6)


 is all the students (feminine) studied course 301?


((X, (taleb(X) ( gender(X, female)), ( (Y, madat(Y) ( id(Y, com301), darasa(T, X, Y) ( time(T, past)))





-hal altalebat darasuna madat com301? 						(7)


  is the students (feminine) studied course 301?


((X, (taleb(X) ( gender(X, female)), ( (Y, madat(Y) ( id(Y, com301), darasa(T, X, Y) ( time(T, past)))





The conjunction “wa (and)” has more than one meaning in Arabic. If it comes to join two mammal common nouns with different gender, it will mean all items of that entity noun regardless of the gender as in (8). But when it joins two different common nouns, it means adding a restriction to the query as in (9). When it joins two proper nouns, it means each one has to share the same action and if one fails the whole query will fail as in (9).  





-hal altollab wa altalebat daraswo madat com301? 					(8)


  is the students (masculine) and the students (feminine) studied course 301?


((X, (taleb(X) ( gender(X, male/female)), ( (Y, madat(Y) ( id(Y, com301), darasa(T, X, Y) ( time(T, past)))





-ma asma altollab wa almawad allti yadrsownaha? 					(9)


   what the name students (masculine) and the courses studied by them?


((X, (taleb(X) ( gender(X, male/female))  ( ( (Y, madat(Y), darasa(T, X, Y) ( time(T, present)))





When a proper name is mentioned in the query and there is an indication of its gender as in (10), that gender will be presented to restrict the query. But when there is no indication about the gender, the query will not be restricted to a certain gender. Someone may say in Arabic you can tell from the name of the person the gender of that person. But that is not always true, for example names ( like Nada, Fager, Noor, ...etc.) can be used for male or female.


  


-hal ahmed taleb? 								(10)


  is ahmed student?


 one (X, id(X, ahmed) ( (taleb(X) ( gender(X, male)), ( (Y, name(Y), taleb(X, Y)))  





-hal fager darasa madat com301? 							(11)


  is fager studied course com301?


one (X, id(X, fager), ( (Y, madat(Y) ( id(Y, com301), darasa(T, X, Y) ( time(T, past)))





LMRA also, considers the number which scopes the quantifiers. For non-numerical identity questions, we use ( as in (2) and ( as in (12). When the question is about a number of items that qualify some conditions, we use one for a single and two for the dual as in  (10) and (13). Queries (12), (13), and (14) show the treatment of the conjunction pronouns and their effectiveness in queries. The plural masculine “allathina” refers to both genders and represents the number as some in (12). While the dual masculine conjunction pronoun “allathan” restricts the gender and the number of the query (13) and the same for “allathi” which is singular masculine as in (14). 





-man hom allathina darasow madat com301? 					(12)


  whom those studied course com301?


((X, ( gender(X, male/female),( (Y, madat(Y) ( id(Y, com301), darasa(T, X, Y) ( time(T, past)))





-man allathan darasow madat com301? 						(13)


  whom the two studied course com301?


two (X ( gender(X, male), ( (Y, madat(Y) ( id(Y, com301), darasa(T, X, Y) ( time(T, past)))





-man allathi darasa madat com301? 						(14)


  whom studied course com301? 


one (X ( gender(X, male), ( (Y, madat(Y) ( id(Y, com301), darasa(T, X, Y) ( time(T, past)))





Finally, LMRA can handle non-verbal sentences as in (15) where there is no verb.


 


-ma esem altaleb ragom 923488? 							(15)


  what name student number 923488?


( (X, (taleb(X) ( gender(X, male)) ( id(X, 923488), ( (Y, name(Y), esem(X, Y)))





6. CONCLUSION


Expressing the meaning of the user’s question in terms of high level world concepts (using a logical notation) makes the NLIDBS independent of the databases structure. It is then easier to port the interface front-end to a database for a different domain. Although a number of systems had been built to handle Arabic interrogatives, none of them use this approach. We have designed LMRA as a representative of this approach for Arabic. For future work we will extend this formalism to cover all possible queries in Arabic. 
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