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ABSTRACT.  This paper classifies the current research work in the synchronization algorithms  for multimedia objects  over packet switched networks and presents the effect of network impairments such as bit errors and data loss on the perceptually received multimedia traffic.   Developed algorithms may address the synchronization procedures between packets in a single media (referred to as intramedia or intrastream synchronization).  Others deal with the synchronization between packets representing two or more streams of packets (referred to as intermedia or interstream synchronization).  The third category of synchronization algorithms deal with packet streams originating from more than one source and destined to one or more destination (referred to as multihost or interparticipant synchronization).  An investigation of  the performance of ATM Adaptation Layer 5, in delivering MPEG-2 multimedia traffic in the presence of bit errors and data loss is also presented.   











1. INTRODUCTION.


With packet switching the integration of different types of traffic becomes more convenient and allows more efficient utilization of the available bandwidth and switching resources, [25].  However, there is a price to be paid.   Associated with the packet is a header which occupies some of the bandwidth that would have been used by the users’ data.   Also, packet switched networks introduce jitter in the arrival time of packets and potential packet loss.





When multimedia information  traverses over packet switched networks, it experiences impairments that may lead to degradation in the required quality of service (QoS).  Multimedia systems store, retrieve, and communicate complex representation of information.   Maintaining timing relationships between packets flows in a single media or between packets from different media is an essential criteria in multimedia networking.  It should be clear that multimedia applications vary in their required system performance.  For example interactive applications (such as voice conversation or video teleconferencing) have a critical delay requirement due to the natural flow of information from one individual to another.    Delays of more than a few milliseconds cause a loss of natural reaction in the conversation.   On the other hand, in one�way communication, the delay in establishing the connection is not that critical, while applications such as video�on�demand services may  tolerate seconds of delay in retrieving the video.   





Besides the delay requirements, it is essential to synchronize the display of information to the user.  This guarantees the user's perception of smooth delivery of continuous information.    Synchronization requirements may vary also depending on the applications.   For example to synchronize a voice to the speaker's lip motion (referred to as "lip sync") may require timing accuracy to the order of  tens of milliseconds (referred to as fine synchronization).   On the other hand, applications such as voice narration of a video clip may require only timing accuracy of the order of hundreds of milliseconds (referred to as coarse synchronization).  The article by Steinmetz [29] gives experimentation results dealing with human perception of jitter and multimedia synchronization.





Asynchronous Transfer Mode(ATM) is considered the core technology for B-ISDN networks, while MPEG-2[1] and [6] is the most recently standardized and adopted coding system for multimedia applications.  The new emerging video/multimedia applications such as Video On Demand(VOD), video teleconferencing, distance learning, and HDTV are based upon the efficient and reliable transmission of video, audio, graphics, and data over computer networks.  In multiplexing, compressing, and transporting such voluminous information over even a reliable network like ATM,  problems such  as network  congestion, and information loss become unavoidable.


	


End-to-end performance and Quality of Presentation (QoP)  of the  transported MPEG-2  video over an ATM network is greatly influenced by the choice of  an ATM adaptation layer(AAL), which enhances the services provided by the ATM layer to support the functions required by the next higher layer.  While AAL1 can be used to transport Constant Bit Rate(CBR) video, AAL5 [3] was chosen by the ATM Forum to carry both constant and Variable Bit Rate(VBR) video.





This paper is organized as follow: Section 2 presents an overview the timing requirements in a packet switched network. Section 3 discusses the different types of multimedia synchronization. In Section 4 an overview of the transport of MPEG-2 video over an ATM network is presented.  We conclude the paper in section 5.


 


2. TIMING REQUIREMENTS.


There are many forms in which the delay requirement may be specified.  For example, in many real�time multimedia applications, the key feature may depend on the times at which messages are successfully delivered to the recipient.   This delivery time for each message may be bounded by a specific maximum delay Dmax (i.e., latency).  This deterministic delay bound may result in the discard of messages that have exceeded Dmax.    Another form of specifying delay requirement is the statistical delay bound in which the application may tolerate that a certain percentage of  messages may experience delay smaller that Dmax.   This is expressed as


	                        �


�seq Equation  \* Arabic�1�


where ��seq Equation  \* Arabic  \h� is a lower bound of the probability of successful and time delivery.   


 


Another important requirement for real�time multimedia application is delay jitter, J, defined as the variation in delay experienced by messages in a single session.  Similar to the delay requirement, there are two basic forms of the bounded delay jitter requirement; deterministic delay�jitter bound and statistical delay jitter bound, [11].   In the deterministic delay jitter bound; the delay variation in message i, Ji, should not exceed a certain value Jmax.   That is,


	�


�seq Equation  \* Arabic�3�


where D is the ideal delay.  Figure 1 represents a description of delay and jitter for multimedia applications.   In the statistical delay�jitter bound, a certain percentage of messages may experience jitter less than or equal to Jmax.  This is expressed as 


	�


�seq Equation  \* Arabic�4�


where, ��seq Equation  \* Arabic  \h� is a lower bound of the probability that  Ji is less than or equal to Jmax. 





�


 


Figure 2 shows a typical timing diagram for a packet belonging to a certain source�destination connection with the assumption that the target delay is the average packet delay.  Packet i is generated at time instant tg,i  with a period T.   Assume the average (end�to�end) delay is D, packet i should ideally arrive at time   tref,i  (referred to as the reference time or the expected arrival time) where, 


 


	                                                      tref,i  =   tg,i   +   T 


 As mentioned earlier, jitter is defined as the variation of the packet delay from the target delay. The actual packet arrival time   ta,i varies due to the stochastic nature of packet delay.    The jitter   Ji  for packet  i  is thus given by  


 


	                                                      Ji  =  ta,i   �   tref,i 


 


Accordingly, the time between packet receptions at the receiver (interarrival time)   Ii  doesn't equal to the packet generation period T, Figure 3, i.e., 


	�
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It is the function of the synchronization algorithm to readjust the timing relationship between these packets and playback the synchronized packets.  Most synchronization algorithms attempt to determine the proper playback times of the packets at the receiver by inserting an additional time delay(equalization delay).  In other words, they attempt to buffer the received packets for enough time so that most of the packets will have been received before their scheduled playout times.  That is the fundamental concept of this elastic buffer is to smooth out the jitter of arriving samples (packets).  The elastic buffer contents expand and contract in an attempt to control the end-to-end delay of each packet. Packets which arrive after their scheduled playout time are considered lost.  The inserted delay until playout can be fixed or adaptive during the call duration.





Extensive research has been focused on the problem of developing synchronization algorithms for multimedia objects transmitted over packet switched networks, [24].  Developed algorithms may address the synchronization procedures between packets in a single media in a point-to-point connection (referred to as intramedia or intrastream synchronization).  Others deal with the synchronization between packets representing two or more streams of packets in a point-to-point connection (referred to as intermedia or interstream synchronization).


�


 


The third category of synchronization algorithms deal with packet streams originating from more than one source and destined to one or more destination (referred to as multihost or interparticipant synchronization).  Another category of synchronization algorithms is multilevel synchronization protocols, which may have more than one level of synchronization, with each may be corresponding to a certain layer within the ISO 7-layer model.   Figure 4 summarizes the different environment of synchronization protocols.   Below, we discuss different examples of each category.





3. MULTIMEDIA SYNCHRONIZATION TYPES.


There are several synchronization types and algorithms  for multimedia objects  over packet switched networks.   Developed algorithms may address the synchronization procedures between packets in a single media in a point-to-point connection (referred to as intramedia or intrastream synchronization).  Others deal with the synchronization between packets representing two or more streams of packets in a point-to-point connection (referred to as intermedia or interstream synchronization).  The third category of synchronization algorithms deal with packet streams originating from more than one source and destined to one or more destination (referred to as multihost or interparticipant synchronization).  Another category of synchronization algorithms is multilevel synchronization protocols, which may have more than one level of synchronization, with each may be corresponding to a certain layer within the ISO 7-layer model.  We will present examples of each category.





3.1 Intramedia Synchronization:


Examples of these algorithms are those that are developed for the synchronization of voice packets in a voice connection over a packet switched networks.   In order to maintain the required speech quality, the receiver must be able to reconstruct the continuous speech stream and play it out at regular intervals despite the varying packet arrival times.  Different techniques were proposed for packetized voice over packet switched networks over the last decade,  [17], [20] and [27].  The paper by Montgomery [17] summarizes different techniques for packet voice synchronization.   He presents four ways for estimating the time delay for synchronization; blind delay, round trip measurement, absolute timing, and added variable delay. 
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The blind delay scheme has the advantage of simplicity.  A fixed delay which corresponds to the maximum variable delay expected is added to the first packet of a speech burst at the receiver.  A value for the fixed delay of the order of 10 milliseconds in a local area network environment or broadband network is appropriate to eliminate end-to-end jitter.  However, a large value for the fixed delay maybe required for long haul networks.





In the round trip measurement scheme, the sender attaches the local clock reading to a packet.   The receiver sends back the packet to the sender.   The sender calculates the round trip delay by subtracting the clock value in the packet from the current time.





In the absolute timing technique, the clocks at both the sender and the receiver are synchronized to the same absolute time reference.  The packet generation time at the sender is sent with each packet which allows the receiver to compute the target playback time.





In the added variable delay technique, a “delay stamp” field is included in the packet header to indicate the accumulated delay in each packet.   As the packet traverses the network, the switching nodes add their delays to the delay stamp.  The receiver uses the delay stamp in an arriving packet to determine the playout time.





In [19], four schemes are proposed to adaptively adjust the playout delay of audio packets on a per talkspurt basis to overcome the varying network delays.   Since the playout delay is adaptive, the algorithms may change the playout delay from one talkspurt to another.  Thus, the silence period between two talkspurt may change from its original length at the sender.  Small amounts of this change is not noticeable for the human hearing perception.





3.2   Intermedia (Interstream) Synchronization: 


The goal of intermedia synchronization algorithms is to maintain the timing relationships between two or more related streams throughout their presentation.  Different delays occur in the handling of related media streams and is referred to as skew, Figure 5. Thus, the skew can be defined as the difference in presentation times between two synchronized streams and normally is specified in terms of a maximum bound which is acceptable to the application.
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The article by Little and Ghafoor [14] presents a Petri net approach called object composition Petri net (OCPN).   The OCPN is defined as a bipartite directed graph, specified by the tuple {T,P,A,D,R,M} where; T a set of transition, P is a set of places, A is a set of directed arcs, D is mapping from the set of places to the real numbers (time duration), R is mapping from the set of places to a set of resources, and M is a mapping from the set of places to the integers.





[28] presents interstream synchronization scheme where stream agents interact to exchange time information.   This information is used to affect the elastic buffer operation and to rate-control its facilities.   A group agent is introduced to coordinate stream agents to achieve the required skew bounds.





[34] presents a synchronization mechanism based on an event-counting algorithm to calibrate the play-out-clocks (POCs). This scheme is applied to intrastream as well as interstream synchronization.   The buffering module is a multi-stage object buffer, three event-counter, a POC, and its controller.   The controller is responsible for synchronization calculation, setting and calibrating the POC and can be modeled as a two-state machine; the sych state and the resynch state.   The intrastream synchronization equalizes the end-to-end delays of objects in each stream to the same amount as the offset between the POC and the local sample clock.  The approach is then extended to the interstream synchronization. The difference in mean end-to-end delays between any two streams is approximately the offset between their POCs.  Examples of other algorithms are found in [13], [12], and [21].





3.3  Interparticipant Synchronization


Here, synchronization algorithms deal with packet streams originating from more than one source and destined to  one or more destination. Applications, where interparticipant synchronization algorithms are needed, include  video teleconferencing, teleorchestra, and others. The article by Ramanathen and Rangan [22] presents an approach based on the use of feedback messages between the destinations and the source to detect asynchronies among them.  A multimedia server uses then these feedback messages to estimate the actual playback times of multimedia objects.  The algorithm also assumes that the time delay of any packet in any connection is bounded by a maximum and minimum time delays.  The generation time of a given packet can then be inferred at the receiver.





On the other hand, the algorithm presented in [35] attempts to synchronize packets according to their expected arrival time and not according to their generation times.  The maximum jitter and the minimum waiting time for a destination to wait packets from all participants can be determined.  By further employing feedback messages, the algorithm can lead to an optimum waiting time.





The algorithm presented in the article by  Escobar, Partridge, and Deutsch [10] assumes the existence of global clock, similar to the Network Time Protocol (NTP) by Mills, [16].  The protocol is defined as a modular architecture which permits the application to influence the synchronization calculations to its quality of service requirements.  Examples of interparticipant synchronization algorithms are [21] and [7]. 





3.4  Multilevel Synchronization


In a two level multimedia synchronization algorithm, one layer, the lower, (usually at the transport layer) makes sure that the needed network resources are reserved for the required quality of service.  The second layer, the upper layer, (usually the application layer) maintains the timing relations of the different media during playback.  Examples of these synchronization algorithms are [15], [18], and [23].





4. MPEG-2 SYSTEM OVERVIEW.


MPEG is quite flexible and offer trade off between coding efficiency and random access based on application-specific parameters.  MPEG-2 defines three different types of pictures organized in their decoding sequence as in Figure 6, below is a description of each type of picture:





Intra-pictures(I-pictures): I-Pictures are compressed using intraframe coding( spatial redundancy reduction only); that is, they do not reference any other pictures in the coded bit stream.  They provide for random access, but offer only moderate compression.





� EMBED PowerPoint.Show.4  ���





Predicted pictures(P-pictures): P-pictures are coded using motion-compensated prediction from past I-pictures or P-pictures.  The compression for P-pictures is higher than for I-pictures and both spatial and temporal redundancy reductions are achieved. P-pictures can be used as reference point for additional motion compensation.





Bidirectionally predicted pictures(B-pictuers): B-pictures provide the highest degree of compression, and  they are coded using motion-compensated prediction from either past and/or future I or P pictures.  Since B-pictures are not used in the prediction of other B or P pictures, such pictures can accommodate more distortion and hence yield more compression than I or P pictures.  Moreover, because B-pictures reference both past and future pictures the coder has to reorder the pictures that are involved in the codec process 





An MPEG-2 program may consist of video, audio, and data which are multiplexed to form a single bit stream.  The individual program components called elementary streams are packetized into either constant or variable size packets to make the individual packetized elementary streams(PES).  The MPEG-2 system layer then multiplexes the different PES’s into either a program stream(PS) intended to be transported over a lossless error free network, or into a transport stream(TS) designed for transmission over noisy and lossy networks[3] and [4], Figure 7 shows an overview of the MPEG-2 system when transported over a communication network. 





A transport stream consist of fixed size packets of 188 bytes, the first four bytes are the header fields, while the remaining 184 bytes form the payload. Figure 8 shows the format of  TS packets.  The payload may consist of one or more of the following:


a)Information from PES packets which consist of more headers, timing information like picture decoding and presentation time stamps, and media information(video, audio).


b)Adaptation Field(AF), which may contain MPEG-related information like the Program Clock Reference(PCR) field used by the decoder for clock recovery, and private information like the encryption key management.  


c)Program Specific Information(PSI) tables which provide the decoder with the necessary information for demultiplexing, decrypting and decoding a TS[1].





�





4.1 Sensitivity of MPEG-2 Transport Stream packets to bit errors and cell losses.


Knowing the sensitivity of various types of TS packets is a valuable information in selectively applying Forward Error Correction (FEC) codes and minimizing their overhead while preserving the video quality.  In investigating the sensitivity of the MPEG-2 TS for bit errors and cell losses, we used two groups of TS video clips.  Group 1 has the encoding sequence IBBPBBPBBPBBPBB encoded at 5.77 Mbps.  Group 2 consists of MPEG-2 ESs which we downloaded from[4] and we used a software multipexer to form TSs. Group 2 has the encoding sequence IBBPBBPBBPBB encoded at 1.5 Mbps.  For decoding and playing back the TSs we used an Optivision hardware decoder at 30 frames per second. Errored (with bit errors) and corrupted (missing a data portion) MPEG-2 TS where generated in two ways:


1)Bit Error Rates(BER) range from � EMBED Equation.2  ���to � EMBED Equation.2  ���, and Cell Loss Ratio(CLR) range from � EMBED Equation.2  ���to � EMBED Equation.2  ��� with normal or uniform distributions.


2)Bit errors or cell losses in specific fields and packets.





This paper addresses the sensitivity of various types of MPEG-2 TS packets and their contents to bit errors and cell losses by observing the error impact on the perceptually measured video quality which is based on the occurring frequency of: picture freezing, picture tiling, color changing, and irregular motion of still pictures, “blurring”. Table 1 and Table 2 summarize the observed artifacts of bit errors in the header fields of a TS packet and cell losses in the payload of different TS packet types respectively.  When an error occurs in the Sync. or the PID fields it is equivalent to a TS packet loss.


�





A bit error in the AFC will cause the decoder to interpret the bytes that follow the header different from their original meaning. For example, if the AFC is changed from (01) which indicates to the decoder that the payload only consist of video information to (11) the decoder will assume the payload to be part video information and part adaptation field and the presented picture is affected. A PUSI field of 1 will indicate whether the payload of a TS packet starts with the first byte of a PES packet or with a one byte pointer which points to a section of a PSI table within the TS packet. The TS clips we used were formed from PES packets of variable lengths were each packet is a video frame, and therefore a bit error in the PUSI field or bit errors and cell losses in the payloads of TS packets with PUSI=1 caused screen blanking and picture mixing which greatly degraded the video quality.





Table 1: Sensitivity of  a TS packet header fields to bit errors using Optivision decoder.


                                                    Observed Artifacts                                                               


Field�
Tiling�
Blurring�
Picture Freezing�
Screen Blanking�
Color Change�
No Artifacts �
No 


Playback�
�
Sync.           �
X�
X�
X�
�
X�
�
�
�
TEI* �
�
�
�
�
�
X�
�
�
PUSI�
�
�
�
X�
�
�
X�
�
TP�
�
�
�
�
�
X�
�
�
PID�
X�
X�
X�
�
X�
�
�
�
TSC�
�
�
�
�
�
X�
�
�
AFC�
X�
X�
X�
�
X�
�
�
�
CC�
�
�
�
�
�
X�
�
�



The Random Access Indicator(RAI) is a one bit field of the AF. The payload of  TS packet with a RAI=1 is greatly sensitive to errors since it contains the first byte of a video sequence header and therefore acts as a random access point.  TS packets with PID= 0x0000 make up the Program Association Table(PAT)[1] which is used to enable the decoder to map the different PIDs of TS packets to their associated programs.  Errors in the PAT may block the decoder from starting a program.





To investigate the sensitivity of TS packets based on frame types, we prioritized packets from I frames using the TP bit.  Protecting TS packets of I frames from bit errors or cell losses greatly improved the received video quality even with a much higher error rate.    





Table 2: Sensitivity of TS packet types to bit errors and cell losses


 using Optivision decoder.                 Bit Errors                                              Cell Losses


TS Packet


with�
Artifacts�
No


Playback�
Not Sensitive�
�
Artifacts�
No Playback�
�
PID 0x0000�
�
X�
�
�
�
X�
�
PID 0x1FFF�
�
�
X�
�
Tiling, Blurring�
�
�
RAI=1�
Screen Blanking, Picture Freezing�
�
�
�
Screen Blanking, Picture Freezing�
�
�
PUSI=1�
Screen Blanking, Picture Freezing�
�
�
�
Screen Blanking, Picture Freezing�
�
�
Packets from I frames�
Tiling, Blurring, Color Change�
�
�
�
Picture Freezing, Tiling, Blurring, Color Change�
�
�
Packets from P,B frames�
Tiling, Blurring, Color Change�
�
�
�
Tiling, Blurring, Color Change�
�
�



4.2 The Effect of CRC and the Length field on the Performance of AAL5.


When an MPEG-2 TS is encapsulated using AAL5 as in Figure 9, two fields of the 8 bytes AAL5 trailer are used for error detection. The Cyclic Redundancy Check(CRC), 4 bytes, is used for bit error detection over the whole PDU and the Trailer while the Length Field(LF), 2 bytes, is used for cell loss detection.  When CRC is enabled, a complete Protocol Data Unit(PDU), in this case 8 ATM cells, is discarded even for a single bit error.  The experiments we have conducted prove(see Figure 10) that passing the errored PDU to the higher layer greatly improves the received video quality, and that encourage us to believe that enabling the CRC should be optional based on the user application.  In the case of a cell loss, and when the LF is enabled, two PDU’s get discarded if the lost cell is the last cell of a PDU, otherwise only one PDU is lost.





Passing corrupted PDUs when AAL5 is used to the higher layer showed no improvement over the discarding policy when no correction measures are taken. However, recent deliberation at the ATM Forum have concluded that passing the corrupted PDUs along with the LF is highly desirable[3]. In [2] it is shown how the length field could be used in improving the video quality when passed along with the corrupted PDU to the upper layer. In [2] a cell loss padding technique that uses the length field was found to improve the perceptually recieved video quality as Figure 11 and Table 3 demonstrate.  
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Figure 9 :Encapsulation of MPEG-2 TS using AAL5.	





When AAL1 is used, each TS packet of 188 bytes is segmented into 4 segments of 47 bytes each, and a 1 byte header which contains a 4 bits Sequence Number(SN) is attached to each segment to form the 48 bytes necessary for the ATM cell payload.  The sequence count value of the SN makes it possible to detect the loss or misinsertion of cells.  Using the SNs padding is done as described in [2].





Table 3: Artifacts observed before and after cell padding using Optivision decoder.    


Cell Loss Rate


�
Frequency of Artifacts


�
 Without Padding�
With Padding�
�
1e-3�
Continues�
Picture freezing, Blurring,


Tiling, and Color Change�
Blurring and occasional


Tiling�
�
1e-4�
Occasional


(10 sec)�
Picture freezing, Blurring,


Tiling, and Color Change�
Blurring.�
�
1e-5�
Occasional


(1 min)�
Picture freezing, Tiling.


�
Blurring(only when motion is intense)�
�
1e-6�
Occasional


(10 min)�
Picture freezing, Tiling.�
Blurring(only when motion is intense)�
�



5. Conclusion.


When multimedia information  traverses over packet switched networks, it experiences impairments that may lead to degradation in the required quality of service (QoS).  Multimedia systems store, retrieve, and communicate complex representation of information.   Maintaining timing relationships between packets flows in a single media or between packets from different media is an essential criteria in multimedia networking.  It should be clear that multimedia applications vary in their required system performance


We have conducted simulations and experiments on several MPEG-2 transport stream clips with different bit rates and encoding sequences to investigate the sensitivity of MPEG-2 transport stream to bit errors and cell losses, and from the results we believe that CRC enabling should be optional given the user application type. It was shown that padding for lost ATM cells if done in the proper way could significantly improve the received video quality.
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                 (a)                         (b)                                      (a)                            (b)


 Figure 10 :a) CRC enabled.                                Figure 11: a) Without cell padding.  


                  b)CRC disabled                                                  b)  With cell padding
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