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ABSTRACT.   This research investigates a method for nonuniform sampling of speech signals. The time between each two successive samples is determined by the amount of change that occurred in the signal measured from the last sample. The larger  the change, the smaller is the sampling time, and the smaller the change, the larger is the sampling time. The nonuniform sampling method is tested against uniform sampling (using DPCM) by applying both methods to encode a spoken message. To compare the quality of the speech resulting from both methods for the same number of bits, the same number of bits is used to encode each sample, and the number of samples used to encode the message in each method is taken close to each other. It was found that for low bit rates the nonuniform sampling method produced quite intelligible speech, while nonuniform sampling resulted in a robot-like speech.








 1. INTRODUCTION  


     Usually signals are sampled at a fixed frequency which is determined by the maximum frequency in the signal. Speech signals have time-varying spectrum, i.e. the frequency contents of the speech vary from time to time. Therefore, it becomes unwise to sample the speech at twice its maximum frequency because many redundant samples would result during time periods where the speech spectrum is limited to low frequencies. On the other hand, reducing the sampling rate will affect the quality of the speech when being reconstructed from its samples, especially in time intervals with high frequency components.





     Alternatively, the speech signal can be sampled at a varying rate, such that the sampling time becomes smaller when the signal changes significantly and rapidly, and it becomes larger when the signal changes slowly. Some research has been done recently to study varying the sampling rate for the purpose of digitizing analog signals. In [1] a delta modulation technique with varying sampling time is introduced. The sampling time of the next bit (the sample here is one bit) is determined based on the binary value of the last three bits. If these bits are all equal, indicating that the signal is either continuously increasing or decreasing, then the sampling time is decreased to catch up the change in the signal, while it is increased if the last bits are alternating, indicating a relatively constant signal. The results reported showed some improvement in both the compression ratio and the signal to noise ratio. 





      Nonuniform sampling of speech signals by sampling only at the maxima and minima of the waveform proved to preserve the ineligibility of speech [2].  If intelligibility it the only concern, then samples other than maxima and minima are considered redundant. Each nonredundant sample is encoded into two fields, the sampling time and the amplitude. This method showed slight data reduction, and the reason why the reduction is slight is the need to the extra field added to each sample.





	Varying the sampling time on a frame level is studied in [3]. The signal is segmented into equal time frames and the sampling time of each frame is determined so that it limits  the Cebyshev norm of the quantization error in the specified frame. This method requires the estimation of the signal second derivative for each frame. An information field which reports the sampling rate, and also the frame length if it is also adaptive, is added to each frame.





	A similar method of varying the sampling time on a frame level is reported in [4], and applied to electric power system fault recording. The sampling rate is increased or decreased around an average value according to the signal first derivative, which is approximated by a normalized first difference. If the derivative is below a threshold level, the sample is discarded. Added to the code of each nondiscarded sample is a field telling the number of discarded samples.





	A method suggested recently in [5], and briefed in the following section, uses the amount of change in the signal to determine the time of the next sample. If the signal changes rapidly and significantly, closer samples are taken, while larger sampling time is used if the change in the signal is insignificant. This method is tested in this paper for nonuniform sampling of speech signals.   





	From the above review it is seen that varying the sampling time is done on the bit, the sample, or the frame level. In most of the reviewed cases of nonuniform sampling, the sampling time is also encoded with the sample amplitude, which means extra bits in the resulting data. In the method given in [5] there is no need to encode the sampling time with the sample amplitude as will be seen in the following section. In this paper, the  method in [5] is applied to speech signals to evaluate its use in speech signal compression. The paper is organized as follows. The method of nonuniform sampling of the signal is reviewed in the following section.  Section (3) introduces an experiment to compare the nonuniformly sampled speech with uniformly sampled speech in terms of the resulting speech quality for the same bit rate. Section (4) concludes with some remarks.





2. NONUNIFORM SAMPLING OF THE SIGNAL


   To vary the sampling time depending on the amount of change in the signal, the new sample zk is taken when the absolute value of the change in the signal x, taken from the latest sample zk-1 is equal to the instantaneous value of a monotonically decreasing positive time function f, i.e. when 


                     | x(t) - zk-1| = f(t-tk-1),                            (1)





where tk-1 is the latest sampling instant. Figure (1) illustrates how the new sampling instant tk occurs when the signal x(t), t > tk-1, hits the border of a small region around the latest sample zk-1, the triangle in figure (1), defined by the functions f(t-tk-1) and -f(t-tk-1),. The new sample is 





               zk = zk-1 +  sign(x(tk) - zk-1) x f(t-tk-1),                                     (2)





where ‘sign’ is the sign function. It is possible to encode the value of the sample zk or the value of f(tk-tk-1) as it represent the  difference between two  successive samples. Encoding the difference between the signal samples is preferred when the samples have high correlation. Actually it is possible to encode the value of the time difference tk-tk-1, instead of the value of f(tk-tk-1) because either one can be deduced from the other.





	For the purpose of discussion, the encoded nonuniform sample is considered to be the difference between two successive samples of the signal x, and not the amplitude of the sample itself. In this regards, the nonuniform method resembles the well known differential pulse code modulation (DPCM), with the difference that DPCM uses constant sampling time, regardless of the amount of change in the signal, whereas the proposed method restricts the difference between any two successive encoded samples to a certain chosen maximum (the maximum value of f), and allows for the change in the sampling time. 
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        Figure (1) Determining next sampling time according to the change in the signal





The reason behind the adaptation of the sampling time to the amount of change in the signal lies in the choice of the function f. Because f is monotonically decreasing with time, then large values of f(t-tk) correspond to small time difference t-tk, and small values of f(t-tk) corresponds to large time difference t-tk .





	By limiting the magnitude of the samples, it is possible to limit the number of bits required to represent each sample without sacrificing accuracy. However, this low number of bits per sample does not limit the ability to encode segments of the signal with high information rate which requires higher bit rate. This fewer bits per sample is compensated for by increasing the sampling rate. Actually the proposed nonuniform sampling method produces samples, and consequently bits, at a variable rate which is adaptive to the amount of information in the signal. For digital storage and some applications in telecommunications, such as packetized voice (see [6] for packet speech transmission on ATM networks), variable bit rate (VBR) is advantageous since it saves storage and bandwidth. For a review of VBR speech coders and their standards adopted recently, the reader can refer to reference [7].





3. APPLICATION TO SPEECH COMPRESSION


	In order to test the performance of nonuniform sampling as applied to speech signal compression, the following experiment was performed. A message in Arabic was recorded on the PC with a Sound Blaster Pro card with 8-bit resolution. The message, “سبحانك اللهم وبحمدك أشهد ألا إله إلا أنت أستغفرك وأتوب إليك”, uttered by an adult male speaker, was recorded at a sampling rate of 22.1ks/sec, which is considered high for normal speech applications. The length of the resulting recorded message was nmax=120,832 samples of a duration of 5.48 seconds.





	The nonuniform sampled signal is obtained by selecting samples from the recorded signal. Steps for selecting nonuniform samples from the oversampled signal and discarding redundant ones are given in the following algorithm. The function f in equation (1) is assumed in the following algorithm to be f(j) = 18 - 2j where the index j changes from 1 to 8. This means that f = [16 14 12 10 8 6 4 2]. The function f is selected to be monotonically decreasing with the simplest form, i.e. a straight line. The maximum of f influences the ability to track large and sharp changes in the signal, therefore it should be chosen in proportion to the maximum difference between each two successive samples in the oversampled signal. The slope of the straight line affects the resulting compression ratio. Decreasing the absolute value of the slope would increase the compression ratio but on the expense of the resulting speech quality. In the following algorithm, the recorded signal samples are in array x. The algorithm was implemented using MATLAB, and it is explained below in MATLAB-like statements.





Nonuniform sampling algorithm:


Step 1:  Initialize


             n = 0         ; index of oversampled signal


             k = 1         ; index of nonredundant samples


             z0 = 0        ; nonredundant sampled value


	 f = [16 14 12 10 8 6 4 2]     ; samples of  f


	 N = 8         ; maximum value of index j


Step 2:  Select next nonredundant sample 


             for  j = 1  to  N 


                   if   |x(n+j) - zk-1| ( f(j)    then    break for


             end


             dk = sign(x(n+j) - zk-1) x f(j)


             zk = zk-1 + dk


Step 3:  Update indices


             n = n + j


             k = k + 1


Step 4:  Check end of samples  


             if   n < nmax + N   then go to step 2





	Applying this algorithm to the recorded signal resulted in reducing the number of samples representing the whole message to 15,529 samples, which means a compression ratio of 7.7811 and an average sampling rate of 2.8338 ks/sec. In order to be able to reconstruct the original signal from the compressed one, we need to store the values of the nonredundant samples zk.  Actually, we need only to store the values of the differences dk which are sufficient to reproduce the nonredundant samples zk like in DPCM. The number of bits required to represent each difference sample dk in this experiment is 4; 3 bits to represent f ( which has 8 different values) and a sign bit. Therefore the compressed message has a bit rate 11.3352kbit/sec. 





	The uniformly sampled signal was obtained by selecting one every seven samples of the recorded signal, making the sampling rate 3.15ks/sec which is greater than the average sampling rate resulting from nonuniform sample selection. The difference between every two consecutive samples from the selected ones is computed and limited to ±16 in order to limit the maximum difference between any two successive samples to the same value as in the nonuniform case. This uniform compression results in a constant bit rate of 12.6 bit/sec, which is greater than the nonuniform case.


	The speech signals in both cases are reconstructed for play back by first computing the values of the samples from the differences, and then introducing a number of equal samples between each two consecutive nonredundant samples in order to raise the sampling rate back to its original value, i.e. 22.1ks/sec, before sending it to the sound card.





	The difference in the speech quality resulting from both methods was noticeable. The uniform sampling produced ‘robot-like’ speech with unacceptable noise. This poor quality can be interpreted as the result of sampling the recorded message at a rate  below twice the maximum frequency in the signal. The speech produced from the nonuniform samples was quite intelligible with some noise which is considered low as compared to the noise level in the uniform case. This result proves that the suggested nonuniform sampling method of speech can be very practical when good speech quality is required while keeping low bit rate.





	The following figure shows three waveforms of 1500 samples each, that correspond to part of the sound of “حا” in the word “سبحانك”. The waveform on the top corresponds to the original sound, the middle one corresponds to nonuniform sampling, and the bottom one corresponds to uniform sampling. By comparing the three waveforms it is clear that nonuniform sampling allows following the fine details of the original waveform better than uniform sampling. Also, large and sharp changes in the original waveform is closely followed in nonuniform sampling, while it is chopped in uniform sampling. 
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Figure (2) Comparing a frame of the original waveform with nonuniform and uniform sampling


(a) Original waveform    (b) Nonuniform sampling    (c) Uniform sampling





	As a numerical measure of the ability of the nonuniform method to closely follow the original waveform, as compared to uniform sampling, a ratio R between the power in the error in both cases was computed. This ratio was computed by the following formula:
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where e1 and e2 are the errors between the original sample and the corresponding sample in the nonuniform and uniform cases respectively. The computed ratio was 2.5825, which is greater than unity indicating that the nonuniform method gives a closer representation of the original waveform.      


 


4. CONCLUSION


     A method for nonuniform sampling is applied to encode speech signals. By preserving certain relation between the sampling time and the sample difference, there is no need to encode the sampling time with the sample amplitude, hence, saving bits in the resulting data. Applying the new method to speech compression, the method proved superiority over uniform sampling. The resulting speech quality is better even when using an average sampling rate well below the Nyquist rate. Also the sum of squares of errors in the nonuniform case is less than its value for the uniform case.





	However, some fine details of the signal could be lost if these details are small enough so that they are contained inside the triangle in figure (1). This is a penalty to be paid with all signal compression methods for low bit rate. Besides, the proposed method can suffer from the problem of slope overload. When the signal is varying sharply, the sampling time is reduced to its minimum, and the sampling amplitude is increased to its maximum (maximum of  f). Still, this may not be enough to faithfully follow the signal. Therefore, it can be said that the method is suitable for applications where low bit rate is required, and not for applications requiring high speech quality. An adaptation technique could be studied to vary the maximum of f depending on the speed of the signal variation to overcome the problem of slope overload. 
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