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ABSTRACT.  An improved media access protocol based on the ‘Bus-Mesh’ virtual topology is presented in this paper. A bus-mesh  network provides minimum latency and high throughput.  The purpose of this paper  is to compare the performance of the original  static TDM access protocol  with the proposed dynamic slot assignment  access protocol on the Bus-Mesh  virtual topology.  Simulation models  are prepared to study the performance of  the passive star Bus-Mesh networks under static and dynamic  access techniques. The programs can be  used to evaluate  the  network performance  at different configurations.  Delay-throughput performance  of different configurations are provided.





1. Introduction:


Wavelength division multiple access (WDMA) is a technique in which the optical bandwidth (BW) of a fiber  is divided into channels, each operating  at a different  wavelength. Dividing the large optical BW reduces the transmission speed of each channel  to a rate  that can be  handled  by electronic interfaces.  WDMA  systems  may be developed  based on  whether the nodal transceivers  are tunable or not.  A  node’s  network interface  may be  of one of the following four  structures .





. Fixed transmitter and fixed receiver (FT-FR)


. Tunable transmitter and fixed receiver (TT-FR)


. Fixed transmitter and tunable receiver (FT-TR)


. Tunable transmitter and tunable receiver (TT-TR). 





In addition, some systems require a node to be equipped  with multiple  transmitters and receivers. Various access techniques have been  proposed to resolve  contention  when multiple  nodes wish to communicate  through the same wavelength  simultaneously. A simple technique  that allows  one-hop communication  is based on a fixed  assignment  of slots, the TDM extended over a multi-channel environment [1,2].  TDM access  technique  is easy to implement but wastes  the unused BW , when  fixed time slots  are assigned to a set of  nodes. Nodes presently inactive  do not use  the allocated slot and the slot goes empty. 


�
Random access techniques may be used for accessing  a shared communications  channel in WDM systems. Due to severe limitation  of the throughput, random access  techniques such as ALOHA, slotted ALOHA etc. are also not suitable for WDM systems [3,4].





Recently some access  protocols  based on pretransmission  coordination  mechanism have been proposed [5]. These protocols  improve  the network  performance  at the  expense of higher  implementation cost and complexity.  





A WDM network  may be implemented on a star or a bus topology.  Both systems have their advantages and disadvantages.  In a bus topology,  the number of  nodes  connected  i.e. the number of tappings  in the network are limited due to high  tapping loss at the couplers. An optical star topology may be a better choice in this regard because of  low splitting loss and as no tapping  or insertion loss is encountered [6].





In general,  a topology  should connect each transmitter  to a large  group of potential  receivers. Single  and multihop WDMA networks have comparable performance  and can be  used according to the user’s requirements. Different  possible topologies  for WDMA networks are analyzed in [1,4].





This paper investigates a multihop time and wavelength division multiplex (TWDM)  network using a virtual topology called a Bus-Mesh [7].  A practical topology of the Bus-Mesh and its  logical implementation are shown in Figs 1 and 2 respectively.  The actual topology  is a passive star coupled network as shown in Fig. 1.  A group of nodes  share  a common  wavelength  to transmit  data while another  group  of nodes  share a common  channel to receive the data.  In Figure 2 it is shown  that  nodes transmit  on the logical  “buses’ running horizontally  in the mesh while  receivers  monitor  packets arriving  on the vertical ‘buses’.  The separate buses are implemented on the passive star by independent wavelengths.  Packets sent between any pair of  nodes require  at most  only  one intermediate retransmission.  Each node in the network  needs  only one fixed wave-length transmitter and one fixed wavelength receiver. The WDM system is to support only a modest number of wavelengths even  for a network with a large number of nodes.





2. The Bus-Mesh Architecture:


The proposed architecture  uses WDMA and TDMA within  each wavelength channel. Packets  on all wavelengths  are transmitted  at the beginning of a time slot. A time slot is long enough  to transmit a maximum length  packet. The time slots are organized  into repeating cycles (frames of slots). Each node transmits once within a cycle (frame). The slots are synchronized  according  to the  time  the signals arrive  at the center  of the passive star. Each of the N nodes  transmits packets which  are monitored  by N/W potential receivers, where W is the number of wavelength  channels. The nodes that receive  a packet on one wavelength are capable of retransmitting it on the other wavelength.





Each node is assigned a unique virtual address comprising of three  parts:


. a transmitter ID (TID)


. a receiver ID  (RID)


. and  a subcycle ID ( SID).


Nodes never receive on the same wavelength that they use for transmission. So, TID is never same as RID.  Different nodes  within the same  TR/RC group are identified by unique subcycle IDs.  The virtual address of the node that may transmit  on wavelength W at a time slot t of a cycle is calculated by the following eqns [7].





TID = Wi  ( i =  0,1,2   W-1)





RID =  (Wi + t   mod(W-1) +1) mod  W





SID=  ((t /(W-1))( .


 


The routing in the network is done by  examining the virtual address  of the destination. When a node transmits a packet , it is received by all nodes whose receiver  wavelength  is same as the transmitter  wavelength. i.e.  the receiver RID = transmitter TID.





Each node examines the packet header and packets  not addressed  to that node  or forwarded by that  node are discarded.  If  the destination node does not receive in the same wavelength as the source node transmit to, the packet will be  received by an intermediate node and then retransmitted to the  destination. It is shown in [7] that a fraction N/(W(N-1)) destination nodes  receive the packet in the same  wavelength (single hop) and  a fraction 1-(N/W(N-1))  of packets  require  two transmissions. It is also  shown that the channel efficiency = W / (2W-1) and the network throughput is given by





network throughput = Channel throughput*W


= W/(2W-1)* W


=W2/(2W-1).





3. Enhanced bus-mesh  protocol


It is mentioned earlier that  when static TDMA access technique is applied in WDMA  networks, unused slots are wasted  due to the fixed assignment  of  slots. We propose a  dynamic TDMA  like technique  to utilize  the unused  time slot by assigning the time slot to the next active user in the  same transmission group who share the common  transmission  channel. The dynamic  assignment  of the time slot  can be  accomplished   by a pretransmision coordination  mechanism. A shared  control channel can be used  for this purpose.   This channel can be  utilized to coordinate the transmissions from the group of  nodes  sharing  a common transmission channel.   Nodes communicate control signals through the control channel while transmit data packets through the transmission channel. Proposals for  improved performance by using pretransmission coordination are reported in [8]. The mechanism described in [8] is too complex to implement . Also,  performance results are not available for the protocol.  We explain a   simple coordination mechanism  below which can improve the performance of the Bus-Mesh topology very well.    





Let W wavelengths  are used  for data transmissions,  where N/W nodes share  each data channel. For example if N=100 and W=4, then N/W=25 nodes share a common wavelength. A coordination between these 25 users  i.e. N/W users is required for collision-free transmissions of data in a particular wavelength.  Nodes in other wavelength groups  require  similar coordination  within their respective wavelength groups. 





Let us think of the simple token ring protocol for communication among these nodes sharing a common data channel.  A token circulation mechanism  can be used to coordinate  among the users in  a single data channel.  The nodes use a  simple token passing ring to circulate a Free/Busy token to access the data channel. Once a free token is available in the control channel the successful node transmits its data packets on to the data channel and after the end of transmission a free token is generated and passed downstream for the next active node in the same transmission group. It is not necessary to  use the same optical fiber to communicate between nodes for control purposes. The only requirement is to equip the nodes with another set of transmitters and receivers  for transmitting to the control channel and receiving from the control channel.  As the free token is only captured by an active node, any idle node  automatically remains out of the present cycle. So, the system  acts as a dynamic TDM  system and variable length cycles are generated  in the data channel. The mechanism may also implement  priority and reservation  options by circulating an appropriate token of certain length. A high speed control channel can improve the throughput of the data channel  as the token handling  between two successive nodes  wastes  some  time.  Thus the performance of the data channels can reach as that of the token passing ring performance where the implementation complexity remains simple.





4. Simulation of the passive star network


Two separate simulation packages were developed to study the performance of the  Bus-Mesh  network working under the static TDM mechanism and the dynamic slot assignment  mechanism. The program algorithms are stated below. 





a. The Static  TDM algorithm:





1.  Read input parameters





2. Create the address of nodes





3. Initialize the network





4. Set run time 





5. Calculate packet transmission time PTT





6. Calculate the required number of channels





7. Determine number of slot/cycle





8. Set I=0, J=0





9. For node (I,J) : transmit a packet if the node is active





10. Go to the next channel  by increasing I, (I=I+1)


   ( Nodes at different channels transmit simultaneously as they are in different wavelengths).





11. if I>W go to 12 else go to 9





12. The next slot (J=J+1)





13. Increase the simulation clock by one  slot  i.e. clock=clock+PTT





14.  if clock = RT (run time) then go to 16 else go to 15





15. If   J>FS (frame size)  then  go to 8 else go to 9





16. End of simulation.





b. The Dynamic slot  assignment  algorithm:





1. Read  input parameters





2. Create address of nodes





3. Create the network ( initialize the output  parameters)





4. Set run time  equal to simulation time (RT=ST)





5. Calculate the number of channels





6. Set I=0, J=0





7. Check if  the current node has a packet ready.  





   If  it has  a message, transmit it and go to 8.





7.1  If the node does not have a  packet  check the next node for a ready packet.





    If it has  a  packet, transmit it and go to 8.





    If it does not have a packet then check the next until the node is the last in this wave length ,   





    if it is the last then go to 8 else go to 7.1.





8. Increase the simulation clock by one slot


    


     clock = clock + PTT





9.  Go to the next channel  by  incrementing I (I=I+1)


     


    ( nodes  at different channels transmit simultaneously as they are in different wavelengths)








10.  If I>W then go to 11 else  go to 7 (scan all channels)





11.  Take the next slot (J=J+1)





12.  If clock =RT then go to 14 else go to 13





13. IF J>FS then go to 6 else go to 7





14. End of simulation.





5. Simulation results


In this section we present some simulation results comparing the performance of the two access mechanisms.  We notice from the performance results that there is a  noticeable performance enhancement  of the dynamic model above the static model due to proper use of the unused slots in each transmission cycle.  Figure 5 shows the network throughput versus normalized mean total delay  (in slots) for   both static and dynamic systems.   In Figure 6 the single hop and multihop delays are shown separately for the two systems. Figures 7 and 8 show the performance for another configuration of the bus-mesh with 24 nodes  sharing 4 wavelengths and transmitting at data rates of 622 Mbps /data channel.  All the simulation results show that the dynamic system performs better in terms of lower delay at a certain offered load. The maximum throughput always reaches the maximum theoretical throughput attainable in all cases. 





It is reported in [7] that the performance of the Bus-Mesh  topology is better than other similar WDMA  networks. Also, the Bus-Mesh  topology  is simple to implement due to the use of passive star couplers. It does not suffer from  tapping or insertion losses as  occurs in case of bus topologies. 





Our aim is to  enhance the performance  of the Bus-Mesh  network by applying  the dynamic slot assignment technique. From the performance results (Figures 5-6)  it is clear that the goal has been achieved , while the access mechanism  is kept simple to implement.  





6. Conclusions


A new and improved  media access control protocol is proposed for the logical bus-mesh topology  using the dynamic TWDMA  passive star network. The protocol is  used in the virtual bus-mesh topology. Simulation programs have been developed to study the performance of the static and the dynamic TDM protocols on the WDMA star topology.  The programs can be applied to study networks of any size with different configurations i.e. number of nodes, wavelengths , data rates etc. A  noticeable improvement of performance  have been achieved for the dynamic model  and can be implemented with little rise in complexity and cost. Further work in this area can be directed  to consider other access techniques  on the bus-mesh topology. Studies can also be directed to design an ATM switch  based on the Bus-Mesh topology and study its performance.
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