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ABSTRACT 
 
In this paper, we consider the problem of scheduling on a multi-stage parallel-server architecture 
in computer centers to minimize the total or average completion time of a set of requests. The 
problem is modeled as a flexible flowshop problem for which few heuristics to minimize total 
completion time exist in the flowshop scheduling literature. We propose a new heuristic for this 
problem that consists of three phases. Genetic Algorithm is used in the first phase of the heuristic 
followed by Diffusion and Infusion greedy algorithms phase. The last phase is a local linear 
rippling procedure. An extensive computational experiment has been conducted to compare the 
existing heuristics with each other for the first time. Moreover, the proposed heuristic is 
compared with the existing heuristics. The results indicate that the proposed heuristic 
significantly outperforms the existing ones. 
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 الملخص

في هذه الورقة العلمية نتناول مشكلة جدولة الطلبات لتنفذ على نظام متعدد المراحل حيث تتكون كل مرحلة من 

عدد من الخادمات المتوازية في مراكز الحاسوب بغرض تقليل الزمن الكلي المستغرق لتنفيذ الطلبات ، يتم تمثيل 

وارزميات في محاولات سابقة ة حيث توجد عدد من الخالمشكلة بصورة الجدولة المرنة في الهندسة الصناعي

مرحلة خوارزمية الهندسة الجينية ، (، يتم عرض خوارزمية جديدة لحل المشكلة تتكون من ثلاثة مراحل لحلها

، كما يتم فحص و مقارنة اداء الخوارزميات ) مرحلة الخوارزميات الطموحة ، مرحلة التحسين الخطي المحلي

 و كذلك مع الخوارزمية الجديدة ، النتائج تدل على تفوق اداء الخوارزمية الجديدة على نظيراتها السابقة مع بعضها

 .السابقة
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1. INTRODUCTION 

 

One of the important factors in the determining the quality of an internet service is the 
average response time of the requests. Typically an internet service requires the 
processing of a request on a multi stage architecture where each stage usually consists of 
a pool of parallel servers performing the same operation. The number of parallel servers 
in a stage is determined by how critical this particular stage is to the overall quality of the 
service. This architecture is widely used in the internet since it provides flexibility in 
scalability and robustness. 

When a service request arrives to such architecture it follows a predetermined order of 
different stages of the service. Usually the amount of processing time of a request can be 
known before hand. At any point of time, there is usually a set of service requests waiting 
to be processed. The order of providing the service to the available set of requests 
significantly affects the average response time of the service. Therefore, it is empirical to 
determine the best order for processing this set of requests. 

This problem is precisely the same as the flexible multi-stage flowshop problem with the 
objective of minimizing the average completion time. This problem has been addressed in 
the literature in the context of machine scheduling, and it is known to be NP-hard. 
Therefore, implicit enumeration techniques, such as the branch-and-bound, have been 
proposed for a small number of jobs, see Linn and Zhang (1999). For larger number of 
jobs, efficient heurists are required. The literature survey reveals that Sridhar and 
Rajendran (1993), Brah and Loo (1999), and Azizoglu et al. (2001) presented different 
heuristics. The problem has also been addressed in the context of machine scheduling for 
other performance measures such as makespan, which denotes the completion time of the 
last request. This performance measure is useful in the context of multi-server internet 
services for situations where the set of requests are parts of a single transaction where the 
transaction cannot be considered complete unless all the requests are successfully 
executed. Recent work with makespan performance measure includes Cheng et al. (2000), 
Choi and Lee (2000), Moursli and Pochet (2000), Grabowski and Pempera (2000), 
Gendreau et al. (2001), and Negenman (2001). 

In this paper, we propose a new heuristic for the problem with the total completion time 
performance measure. The proposed heuristic consists of three phases. Genetic Algorithm 
is used in the first phase of the heuristic followed by Diffusion and Infusion greedy 
algorithms phase. The last phase is a local linear rippling procedure. An extensive 
computational experiment has been conducted to compare the existing heuristics of 
Sridhar and Rajendran (1993), Brah and Loo (1999), and Azizoglu et al. (2001) with each 
other for the first time. Moreover, the proposed heuristic is compared with the existing 
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heuristics. The results indicate that the heuristic by Sridhar and Rajendran (1993) is 
practically the best among the existing ones. The results also indicate that the proposed 
heuristic significantly performs better than the existing ones in terms of the average error, 
the number of best obtained solutions, and the standard deviation of the error. 

 

2. PROBLEM DEFINITION 

Consider the configuration where there are m stages. Stage j (j=1,2,…,m) consists of mj 
identical parallel servers. There is a set of n requests available for scheduling. Every 
request i is to be processed by one of the servers in stage 1 then one of the servers in stage 
2 and so on until it is processed by one of the servers in stage m. If all the servers at a 
stage are busy, then a request has to wait until one of the servers at that stage becomes 
available. A server at a given stage can only process one request at a time and no 
preemption is allowed. 

Let ti,j and Ci,j denote the processing time and completion time of request in position i at 
stage j, respectively. Also, let Aj(t) denote the earliest time that a server in stage j is 
available at time t or later.  Then, the completion time of request i at stage j can be 
computed as 

j,i1j,ij1j,ij,i t)}C(A,Cmax{C += −−  

where Ci,0 = 0.  The total completion time (TCT) of all requests can be expressed as 

∑=
=

n

1i
m,iCTCT  

The objective is to find a schedule of requests that minimizes TCT. 

 

3. EXISTING HEURISTICS 

The flexible multi-stage flowshop problem is the generalization of the multi-stage 
flowshop problem where there is only one server at each stage. It is known that even the 
two-stage flowshop problem with the total completion time performance measure is NP-
hard, see Gonzalez and Sahni (1978). Therefore, the problem addressed in this paper is 
also NP-hard demonstrating the need for efficient heuristics. The literature review reveals 
that Sridhar and Rajendran (1993), Brah and Loo (1999), and Azizoglu et al. (2001) are 
the only ones establishing heuristics for our problem. In the following, the existing 
heuristics are described. 
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3.1. ACK heuristic 

Azizoglu et al. (2001) presented a branch-and-bound algorithm to find an optimal 
solution. They proposed three heuristics to find an upper bound for their branch-and-
bound algorithm as following: 

Heuristic 1. Stages are considered separately. At each stage, the problem is solved by 
using the Shortest Processing Time rule. The sequences found are imposed over all stages 
and the sequence that gives the minimum total completion time is selected. 

Heuristic 2. The same as Heuristic 1 except that the sequence is only used at the first 
stage. For the other stages, among the available requests assign the request with the 
shortest processing time to the earliest available server. 

Heuristic 3. The requests are ordered in a sequence according to a sequence proposed by 
Rajendran and Chaudhuri (1991) of a non-decreasing order of ji

m

j
tjm ,1
)1(∑ =

+− . 

Requests are assigned to the earliest available server at each stage. 

In this paper, all the three heuristics are evaluated and the best of the three is chosen. This 
is denoted as ACK heuristic. 

3.2. HO heuristic 

Brah and Loo (1999) have applied the existing heuristics designed for the regular 
flowshop problems to flexible flowshop problems with different performance measures 
including total completion time. They found that the heuristic by Ho (1995) performed 
the best among the others with respect to total completion time minimization. The HO 
heuristic is as follows: 

1. Let i=n-4, and k=1 
2. Obtain an initial sequence by arranging the requests in ascending order of 

ji
m

j
tjm ,1

)1(∑ =
+−  

3. Sort the initial solution using the bubble sort and call it the current solution. 
4. Set Z1=TCT 
5. a. Sort the current solution by the insertion sort  

b. Sort the current solution by the non-adjacent pair-wise interchange method 
6. Sort the current solution by the bubble sort 
7. Set Z2=TCT 
8. If k<i, and Z1≠Z2 then k=k+1, and go to Step 4, otherwise the current solution is 

the final solution. 

The insertion and bubble sort methods are well known sorting algorithms in computer 
science, see Kunth (1973). 
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3.3. SR heuristic 

Sridhar and Rajendran (1993) were the first to propose a heuristic for the problem. They 
proposed a three phase heuristic. An initial seed sequence is obtained in the first phase by 
using the Rajendran and Chaudhuri (1991) algorithm.  This seed sequence is used as a 
starting sequence for the Simulated Annealing algorithm. Then, finally a local adjacent 
interchange scheme is applied. Their heuristic is referred to as SR Heuristic in this paper. 

 

4. PROPOSED HEURISTIC (AA) 

The proposed heuristic AA is described in this section. It consists of three phases. In 
phase one, an initial sequence is obtained by applying a genetic based algorithm. In phase 
two, the sequence obtained from phase one is improved by a repeated application of 
diffusion and infusion greedy algorithms. Finally, in phase three, the sequence acquired 
from phase two is further improved by a local linear rippling procedure. The description 
of each phase of AA heuristic is explained next. 

Phase I: Genetic Algorithm 
1. Initialize a population POP of random sequences 
2. Compute the Total Completion Time (TCT) of each sequence in POP 
3. Order the sequences in POP according to TCT from best to worst 
4. Repeat Steps i to v for GEN times 

i. Repeat Steps a to d  for CP times 
a. Randomly choose two different compatible parents to mate 
b. Select compatible segments in the two parents 
c. Swap the segments 
d. Save the new sequences in CHILD and compute TCT of each 

ii. Order CHILD with respect to TCT 
iii. Replace the worst y sequences of POP with the best in 

CHILD sequences 
iv. Mutate each sequence in POP with the probability of p 
v. Compute TCT and order POP 

5. Select the best solution π1 from POP, and set it as the current sequence 

POP is the population of sequences. CHILD is the population of sequences generated 
from POP in a single iteration.  GEN is the total number of generations, CP is the number 
of times to search for child sequences from compatible parents to generate CHILD 
population, and p is the mutation probability. 
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Phase II:  Diffusion and Infusion Algorithms 

Here we describe the two greedy algorithms of phase II separately. 

Diffusion Algorithm 
1. Given an input sequence of n requests. 
2. Set k=1 and current solution to be empty 
3. Generate k candidate sequences by diffusing the current solution into two parts at 

all possible k positions and inserting the kth request in the diffused sequence. 
4. Compute partial TCT for all k candidate sequences. Among these candidates, select 

the one with the least TCT. 
5. Update the one with the least TCT as a current solution. 
6. Update k = k+1 
7. If k = n + 1 then stop, else go to Step 3. 

The Diffusion Algorithm described above was first used by Nawaz et al. (1983) for the 
makespan problem on m-machines and n-jobs which is a different problem and a different 
performance measure than the one we are considering here. 

Infusion Algorithm 

Our Infusion algorithm makes log2(n) passes on the list of requests. Here, we assume that 
n is multiple of 2’s. If not, we increase n to the closest multiple of 2 and fill the rest of 
request slots by zero processing time requests which will be removed for the final request 
sequence. In pass number i, the list is evenly divided into subsequences, each of size 2i-1. 
For every two subsequences j and j+1 that are to be infused, we iterate the infusion of 
every element in the subsequence j+1 into the subsequence j maintaining the best 
sequence that has the least total completion time in the produced subsequences. 

1. Given an input sequence of n requests. 
2. Set the input sequence as current sequence 
3. For i = 1, ..., log2(n) Repeat Steps 4-10. 
4. Divide the current sequence into subsequences of size 2i -1. 
5. For every two subsequences j and j+1 that will be infused by repeating Steps 6-9. 
6. For every request x in subsequence j+1 from left to right. 
7. Generate candidate sequences by infusing the x request into each possible slot of 

the j subsequence. 
8. Compute the partial TCT for each candidate sequence. Among these candidates, 

select the one with the least TCT. 
9. Update the one with the least TCT as the j sequence. 
10. Join all subsequences resulting in Steps 7-9 into one sequence and let it be the 

current sequence. 
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Phase III: Local Linear Rippling Procedure 
1. Set i=1 
2. Compute TCT of the current sequence, and call it TCT1 
3. Exchange the requests in position i and i+1 
4. Compute TCT of the current sequence, and call it TCT2 
5. If TCT2<TCT1, then go to Step 7 
6. Exchange the requests in position i and i+1 
7. Set i=i+1 
8. If i<n, then go to Step 2 

Notice that the policy of assigning a sequence of the requests at each stage can be one of 
two policies. The first policy is to enforce the initial sequence (the sequence fed to stage 
one) in all the subsequent stages. The second policy is that a request departing from a 
previous stage is assigned to the earliest available server of the current stage. If there is 
more than one request available when a server is free, the priority is given to the one with 
the shortest processing time. In our proposed heuristic we adopt the second policy. 

Setting the parameters for the genetic algorithm is essential in achieving a good 
performance for obtaining a good sequence with a reasonable time for phase one. It is 
known fact that parameters for a genetic algorithm are problem dependent and may not 
work well for different problem sets. After an extensive computational analysis, the 
parameters for our problem are set as given in Table 1. 

Table 1. Parameters of the genetic algorithm 

Parameter Value 

POP 5n 

GEN 3n 

CP 2n 

y 50% 

p 0.0135 

 

In Phase II, the greedy algorithms are applied in the sequence of Diffusion-Infusion-
Diffusion repeatedly. This process is repeated for five times since no significant 
improvement was observed beyond this.  It should be noted that there is no guarantee that 
each time a better solution will be obtained. Therefore, among the five repetitions the best 
one is always kept as the current solution. Experimentation has shown that the proper 
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sequence of greedy algorithms is Diffusion-Infusion-Diffusion since other permutations 
did not perform as well. Experimentation has also shown that using Diffusion or Infusion 
alone did not perform well. 

Similarly Phase III is repeated and it has been observed that five repetitions of the local 
linear rippling procedure were sufficient to produce a good solution. 

 

5. HEURISTIC COMPARISON 

The three existing heuristics of ACK, HO, and SR along with the proposed heuristic AA 
were implemented in C on a Sun Sparc 20, and evaluated with respect to average error, 
standard deviation of the error, and the number of times yielding the best solution. 

The processing times were randomly generated from a uniform distribution (1, 100). In 
the scheduling literature, most researchers have used this distribution in their 
experimentation, e.g., Wang et al. (1997), Pan and Chen (1997), Al-Anzi and Allahverdi 
(2001), and Allahverdi and Al-Anzi (2002). The reason for using a uniform distribution is 
that the variance of this distribution is large and if a heuristic performs well with such a 
distribution, it will certainly perform well with any other distribution. 

Problem data are generated for different number of requests for the range of 20 to 100 in 
increment of 10. The number of stages is considered to be 2 to 6 while at each stage the 
number of parallel servers is randomly generated from a uniform discrete distribution 
1 to 5. We compare the performance of the heuristics for thirty replicates using three 
measures: average percentage error (Error), standard deviation (Std), and the number of 
times the best solution is obtained (NBS). The percentage error is defined as 100* 
(Heuristic – Best Solution)/Best Solution. 

Figures 1-6 show the results of running the existing and the proposed heuristics for all 
combinations of the number of requests and the number of stages. Each entry in the tables 
represents the average of the thirty replicates where for every replicate a configuration of 
the processing time and the number of servers per stage are generated randomly. Each 
heuristic is evaluated for the same configuration to ensure accurate assessment of the 
different heuristics. The results for HO are not reported for the number of requests greater 
than 40 because of its large CPU time requirement. For example, for 40 requests and 
6 stages, the CPU times (Sec) of ACK, HO, SR, and AA were 0.029, 281, 32, and 39, 
respectively. The CPU time of HO increases significantly as the number of requests 
increases while the CPU times of the other heuristics increase moderately. The same can 
be said about the number of servers. 

Figures 1-3 illustrate the performance of the heuristics with respect to the number of 
requests. Observe that the heuristic ACK is not included in Figures 1 and 2 because of its 
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poor performance and to make the comparison of the others clearer. It is clear that among 
the existing heuristics in the literature SR and HO significantly outperform ACK. Even 
though HO outperforms SR (at least for the number of requests less than 40), the heavy 
CPU time requirement of HO makes it impractical to use it for larger problems. Hence, 
SR can be considered practically the best among the existing ones.  As can be seen from 
Figure 1, the average error of the proposed algorithm AA gets better as the number of 
requests increases while that of SR deteriorates. The same can be said for the other 
performance measures (standard deviation and the number of best solutions) for the AA 
and SR heuristics. Therefore, the proposed AA heuristic is superior to the SR heuristic. 

Figures 4-6 illustrate the performance of the heuristics with respect to the number of 
stages. Again, ACK is eliminated from Figures 4 and 5 due to its poor performance. In 
general, for all number of stages, the proposed AA heuristic outperforms all the existing 
heuristics in terms of all the three performance measures. It can be seen that the 
performance measures deteriorates as the number of stages increases for all the heuristics. 
However, the deterioration of SR is more significant. 

The overall average of Error of ACK, HO, SR, and the proposed heuristic AA are 34.1, 
0.32, 0.9, and 0.27, respectively. It should be noted that the performance of all the four 
heuristics with respect to the number of best solution and the standard deviation is similar 
to that of the average error. The overall average of NBS of ACK, HO, SR, and proposed 
heuristic AA are 0, 58.22, 21.11, and 73.41 while the overall average Std are 10.15, 0.53, 
0.77, and 0.41, respectively. 

 

6. CONCLUDING REMARKS 

The problem of scheduling on a multi-stage parallel-server architecture in computer 
centers is addressed in this paper with respect to the total completion time of a set 
requests. This problem can be modeled as a flexible flowshop problem.  The flexible 
flowshop literature review reveals that there exist few heuristics to minimize total 
completion time. In this paper, we compare the existing heuristics with each other. 
Moreover, we propose a new heuristic for this problem that consists of three phases; 
Genetic Algorithm, Diffusion and Infusion greedy algorithms, and a local linear rippling 
procedure. An extensive computational experiment has been conducted to compare the 
existing and proposed heuristics. The results indicate that the proposed heuristic 
significantly outperforms the existing ones. 
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Figure 1. Average Error versus n
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Figure 2. Standard Deviation versus n
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Figure 3. Number of Best Solutions versus n
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Figure 4. Average Error versus  m
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Figure  5. Standard Deviation versus m.

0

0.2

0.4

0.6

0.8

1

1.2

1.4

2 3 4 5 6

Number of Stages

St
an

da
rd

 D
ev

ia
tio

n

HO

SR

AA

Figure 6. Number of Best Solutions versus m.
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