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at the high-level design stage [1]. The size ofdtige cut-
Abstract set is commonly used fothe communicationcost
Partitioning is a very important task imardware/software ~ estimation. As a matter of fact, the size of the
co-design. Generally the size of the edge cut-set is used @mmunication channel issually smallethan thesize of
evaluate the communication cost. When communicatiofte edge cut-set ithe communication is througbuffers
between components is through buffered channels, the sil#e2,3]. Furthermore, a largedge cut-set doesot imply
of the edge cut-set is not adequate to estimate the buffarlargerbuffer size. For example, Figure 1(apd (b)
size. A second important factor to measure the quality gthow the possible partitions for a design. The edge cut-sets
partitioning is the system delay. Most partitioning for (b) is Sandfor (a) is 3. Although(b) has a largeedge
approaches use the number of nodes/functions in eadiit-setthan (a) has,(b) requiresonly 2 registers in its
partiton as constraints and attempt to minimize thebuffer as opposed to 3egisters for(a). Details of
communication cost. The data dependencies amor@mputing thebuffer sizes will be presented in Section 4.
nodes/functions, and their delays are not considered. Iflowever,estimation of thebuffer sizes athe function-
this paper we present partitioning witvo objectives: (1) partition stage is not agasytask. The reasons atteat the
buffer size, which is estimated by analyzing dataflow  technology, physical layout, clock speed, wire dektg,
patterns of the€€DFG, and solved as a clique partitioning are unknown at the high-level design stagéhese
problem, and2) the system delay that is estimated usingdnknowns causthe uncertainties of the variadiéetimes
List Scheduling. We pose the problem as a combinatoriadt the function-partition stage, which makes the estimation
optimization and use an efficient non-deterministic searct®f buffer sizes very difficult.
algorithm called Problem-Space Genetic Algorithm to
search for the optimum. Results are compasétti those

produced by simulated annealing. %

1. Introduction -~

In this paper, we integratenew buffer sizeestimation

algorithm and system delay for partitioning in a %
hardware/software co-design environmemhe goal of

HW/SW co-design is tanap/partition the giversystem ! %@

specifications to software, which is to be executed by

microprocessors, and hardware, which is to be executed by @ (b)
co-processors (such as full custom ASICs or synthesizedFigure 1. Two possible partitions for a design
FPGAs),and satisfy the requiredsystemconstraints. The with different edge ~ cut-sets.

constraintsmay comprisearea, performanceower, etc.

A communication channel must be established to transfer Another important factor to measutee quality of the

the databack and forth between softwar@and hardware partitioning result is thesystem delay. Most of the

components. The communication channels caguesies, partitioning approaches [4] set up the number of the

stacks, or common memory areas [1,2]. nodes/functions in each partition as the constraint for
The size of the communication channel igomd way partitioning, and thefry to minimize the communication

to estimate the communicatigost forpartitioning results cost. It may be notethat the granularity ofunctions



referred in this paper can be as fine as operations or @& Previous Related Work
coarse as task¥he effects ofthe datadependency among
these nodes/functions, thlelays of each functiomnd the The min-cut partitioning algorithm [SG]sesthe size of
sequences of executirtge functions are notonsidered. the edge cut-set to measure the quality of partitioning. The
These effects have a great impact on theystem gjgorithm interchangesubsets of nodes between two
performance. For example, in Figure 2, although (a) angllocks to get a mximal partitioning improvement.
(b) havethe same communicationost and the same Agrawal and Gupta statecdthat a min-cut partitioning
number of nodes in eagpartition, (a) is preferred. The ga|gorithm whichusesthe size of aredge cut-set is not
reason is that (b) requires a longer execution delay becauggcurate enough to estimate the numbéwuffers needed,
of the data dependeies amongthe functionsand the which is a better partitioning quality measufer, inter-
blocks of the functions assigned to. processor communications [T[hey proposed a data-flow
In our co-design environment,the system assisted behavioral partitioning algorithimat can more
specificationsare describecusing VHDL, and theVHDL ~ accurately estimatehe inter-processor communication
code is translated into Control DataFlow Graphs cost. Their algorithm is limited tawo-way partitioning,
(CDFGs). TheCDFGs are used as inputs to a new and the number dfinctions in each partition issed as a

partitioning algorithm to map the functions/nodes in theconstraint instead of theystem delaywhich is a better
CDFGsinto software orhardware. The communication measure of performance.

cost between the HW/SW components are estimated by the partitioning is known to be aNP-complete problem

buffer size. A newalgorithm isproposed to estimate the [4]. Approachesthat have been proposed by previous
upper bound of the buffer size by labeling each edge in thesearchers arasually based on constructive heuristics
CDFG with apath vectorA procedure ighenemployed  sych as the min-cut algorithm, somenon-deterministic
to transform each edgefsath vectorinto acompatibility  hjll-climbing algorithms such as the simulated annealing
graph. Theproblem of findingthe buffer sizeupper bound  [4]. The major disadvantage obnstructive heuristics is
is transformed to a compatibiliyraph clique-partitioning  that they get trapped in local optimand aretherefore
problem. Thepurpose of getting an accuradeffer size  ynable to attain global optimum solutions. For the
estimation is to usthe estimation awell as system delay simulated annealing approach, in order achieve a
as a metric to evaluate the quality of the partition resultssatisfactory resultthe cost of CPUtime is usuallyvery
We posethe problem as a combinatorial optimization andhigh [4]. Another non-deterministic  optimization
use an efficient non-deterministic seaalgorithm called  glgorithm called the Genetic Algorithtlasbeen applied
Problem Space Genetilgorithm (PSGA), which is a successfully innumerous research areas [6,Pfoblem
variant of Genetic Algorithm, to search for the optimum. Space Geneti@dgorithm was first proposed by Storeit

al. [8]. Storer et al. realized thatinfeasible solutions

P1L ., P2 P1L P2 occurredduring theevolution process in each generation
f f for conventional geneticalgorithms. The infeasible
x|y @L\ solution:_; must be_ either corrected by repairing

; mechanism or be discardethey proposed an alternative

@ way to handle theoccurrence of infeasible solutions by

perturbing the problem space instead of the soldpate.
A fast heuristic algorithm is themsed tomap theproblem
spaceinto the solution space, which guarantéesat the
solutions are always feasible.

(@) (b) 3. Problem Formulation

Figure 2. Partition results with different system delays.

The CDFG G = (V,E), which isused to describe the
system behavior, consists of a set of functiarigch are
represented by vertices V =;{vi = 1,2,..m}, and &et of
data dependencies which are represented by edges;i = {e
& = (Viv)), W v OV}

The CDFG isthen used asnput to our partitioning
algorithm. The problem of partitioning V into two or more
interacting blocks can beexpressed as P = {Pi | i =
1,2,....N}, where Pi = (ViEi), O Vi=V, and Vin Vj=

The rest of this paper is organizedfalfows. Section
2 reviewsrelated partition algorithmand applications of
genetic algorithms in digital design. Sectionn®dels
partitioning as amulti-objective optimization problem.
Section 4 presentthe buffer sizeestimation algorithm.
Section 5 addressethe PSGA modeling technique.
Experimental results are summarized Section 6 and
conclusions are in Section 7.



@ if i # j, with the constraints of minimizing the
communication cosénd system delayThe functions in
the sameblock, i.e.,
functional units oprocessors for executioihe delay for
each patrtitiorblock isthe sum of the functionaxecution
delays,and the time duringvhich the functional unit is
idle. Thesystem delay is therefothe maximumdelay of
the functional unit delays, which can be expressed as:

T = max( Ti + idle())) (€H)

IELN
Where Ti is theexecution delay for function;.vThe
interface communication cost is expressed as:

R= (bij + bj)

j:;—lizﬁ N

Where i and i are thebuffer sizesrequired to support
the two-way communication betweepartitionsi andj.
The algorithmfor buffer sizeestimation will be presented
in Section 4. Having definedhe system delay and
communication cost, the objective of behavioral
partitioning can be formulated as follows:

)

Objective: Given a CDFG G = (V, E), find a

partition P such that the cost function

C=aT +BR 3

is minimized, wherea and areweights used to control

the desired tradeoff between system delay, and
communication cosR.

4. Buffer Size Estimation

The buffer size betweentwo partitions can be
estimated by tracing the dafiow in the CDFG. The

algorithm is atwo-step process, which includes labeling

the edges othe CDFG with path vectorqPVs)and then
transforming theedgesinto compatibility graphs. The
compatibility graphs are then used to find the ujgoemd
on the buffer size.

4.1 Path Vectors

L li h i h t i d to detect . .
abeling theedges withpath vectors s used to de Ele-zeupper bound of the buffer sizes. For two partitidocksP,

the variables with non-overlapping lifetimes.
variables with non-overlapping lifetimesan share the
same register in a buffer, which leads haffer size
reduction. For example, in Figure 1(b), Varialdes, and
e are non-overlappingbecausethe data dependencies

Vi, are assigned to the same

among Functiong, 2, 3, 4, 5and6. Variablesa, c, ande
can share a register in Buffey,.

A pathvectoris a bit vectorThe dimension of a path
vector isthe number of paths in the CDFG. The paths in
the CDFG can befound by using entryiodes, which are
the nodes without predecessors, the roots,and then
performing the Depth-First Traversal [9]. For example, in
Figure 3(a), the roots for this CDFG are Nodes Hnaj 3.
After using theroots to findall the paths, which are
shown in Figure 3(b), eaghath isrepresented by a one-
hot bit vector, e.g., [001] is used to repredeath 1. All
the edgesthat belong tothat path ardabeled with the
samepathvector. If an edge is traversed by mtran one
path, theedge is labeled witkthe bit-wise OR ofthe path
vectors. For example, in Figu@&a), edgesc andd are
traversed by path$ and 2; therefore,edgesc andd are
labeled with apath vector [011]. The formal notation of
the pathvector for an edge is denotedR¥(e;), whereeg;
OE.

The pathvectorsare thenused to determine whether
two variables are potentially lifetimeverlapped or not.
Two variables are lifetime non-overlapping if th#-wise
AND of their path vectors is not a zero vectoithié result
of bit-wise AND of twopathvectors is a zero vectahen
the two variables are potentially lifetime overlapped.

O,
[001] / [010]

Path 1. (1)-a-(4)-c-(5)-d-(7)
Path 2. (2)-b-(4)-c-(5)-d~(7)
Path 3. (3)-e-(6)-1-(7)

@)

(b)

Figure 3. CDFG labeled path vectors.

4.2 Buffer Size Upper Bound

After all the edgesare labeled with path vectors,
compatibility graphs can be constructed to estimate the

and P;, the edge cut set, which is used to represent the
variables generated by the functionsHnand consumed

by the functions irP;, is denoted a€;; = { G; | G; = (vi,v)),

vi O Vi, vy 0OV }. The compatibility graph for C; is
constructed as follows:



Algorithm Buffer_Size_Estimation
. i Lo S . /l'initialize data
for eve1ry edgepair (G;, G;'), whereg;, ¢ 0 G and Ne =| E|; // number of edges in the CDFG
Cj # Gj, I/ set of nodes that don't have predemes in the CDFG

« if PV(cj) AND PV(c;") # O, thenintroduce anedge So = set of enfryodes;

/I set of nodes that don’t have successothénCDFG

betweerc; andc;’. Si = set of exit nodes;
Path =1, o
For example, if Figure (3) is partitioned intwo blocks, Eozr;‘;:;]b:é;;bm'os‘s; IN_way partitoning
P={1,3,5} and B={2,4,6,7}, theedge cut-set Z and the PV(i) = [O]; /i [0]is denoted as a O bit vector

path vectorsare shown in Figure 4(a). Theompatibility End For;

. . . /I label the edges with path ers
graph is shown in Figure 4(b). For each nodé. i 0 Sq

usei as root to perform Depth-First Traversal;
_ if nodej is visited jj O Si; then
C12={aed} /I 'a path from Nodeto Nodg is found

Path = Path + 1;
PV(a) = 001 Label each traversed edge

PV(e) = 100 with PV(e)= PV(e) | To_Bit_Vector (Path) ;
_ @ I '|"is denoted as a bit-wise OR operation
PV(d) = 011 /I To_Bit_Vector() is a function t@onvert
/I an integer to a bit vector
(a) (b) End For;
/I construct compatibility graphs for each
Figure 4. (a) Path vectors and (b)Compatibility graph forC ~ , /I'block pairs and then do clique partitioning

] ) For each block paiP andP;
The buffer sizeupper bound fobyj is then transformed  / Ciis the edge cut-set between Blbcknd BlockP;

into a clique partition problem, which is to find the Cj = Get Cut SelpP): ,

L. . . For each edge pagj and ¢’ ; ¢j,ci’ O Cj andgc;j # ¢j
minimal r_wumber of_cllques tq_cov_erthe compatibility it (PV(c) & PV(ci’)# [ 0] ) then
graph. Finding aclique partition is anNP-complete /I*&is denoted as a bit-wise AND operation
problem [4,10, 11]. Aneffective heuristic algorithm End . TrOCUGE 2N edge betwebloder; and Nodey
proposed by Tsengnd Siewiorek [12] is used to find the Get_Clique() is a clique partition algorithm proposed by

minimal number otliques for ourbuffer sizeestimation If Tsengand S‘e‘”""eklv a"gc“)“*ms the number of cliques
Nqg = Get_CliqueCi);

algorithm. Analogously, the buffer size forb; can be Buffer_Size =Buffer_Size + Ng;
obtained by applying thaboveprocedureand thebuffer /I compute the buffer size for Cut-Sgt
size upper bound fdPartitioni andj is equalto b;+b;. End For, | Tr e above steps @
The system buffer sizean be attained by computing the Return Buffer_Size;

buffer sizes ofeach partition paiand then adding them  End Buffer_Size_Estimation.
up, which isexpressed in Equation (1)l'he pseudo-code
of the buffer sizeestimation algorithm is given in Figure
5.

Figure 5. Algorithm for Buffer Size Estimation.

incidentedges ofthe mergechodesare deleted,and new
4.3 Complexity Analysis edges are added totheir common neighbors. The
algorithm repeats thprocessesintil all the edges in the
The buffer size estimation algorithm contains two compatibility graph aredeleted. For theworst case, in
major sub-algorithms. The first sub-algorithm is the€ach iteration, there ai€(n,2) = (if/2 - n/2) ways to
Depth-First Traversal algorithm. Theomplexity of the ~Cchoose apair of nodes to merge, which happens when
Depth-First Traversal depends on the data representatidfi€’e aresdges between every twmdes, i.e., @omplete
of the CDFG. If theCDFG is represented as adjacency gragh. Therefore, in each iteration, theomplexity is
list, which is adopted in our program implementation, thé?(n/2 - n/2),which can be simplified t®(n/2), nis the
complexity isO(n + e), wheren is the number ohodes number of nodes-1 iterations areneeded forthe worst
ande is the number oédges. Becauseis usually greater Case, when the compatibiligraph is acompletegraph, so
than n, the complexity of Depth-FirsfTraversal isoften  that thecomplexity , of the heuristic partitioning
considered a®(e)[9]. algorithm isO((n-1)n"/2). For N_way partitioning, there
The second sub-algorithm ishe heuristic clique- are2C(N,2) compatibility graphsneeded to be established
partitioning algorithmproposed by Tsengnd Siewiorek.  therefore2C(N,2) = (N- N) is the number of times the
Their algorithm comprises processes of selections of a paffique partitioning algorithm is to be applied. The
of nodes with the maximum number of common neighbor§omplexity become®((n-1) n’/2(N* - N)), which can be

and then merging the nodes as a super node. All the  Simplified toO(n°N%/2).
From theabove complexityanalyses, theomplexity



for buffer sizeestimation algorithm can bexpressed as After the buffer sizeand thesystem delaysre estimated,
O( e + r’N%2), whichallows us to estimatihe buffer size  the costs forthe chromosome is computegsing Equation

in polynomial time. 3.
Crossover is an operationthat selects two parent
5. Partition Using Problem Space Genetic chromosomes fromthe populationand produces two
Algorithm (PSGA) offsprings. Theselection of parents frotme population is

based onthe fithessvalues ofthe chromosomes. The
higher thefitness value, thénigher theprobability of a
chromosome being chosen for reproductiofhe fithness
evalues for each chromosome are calculated as follows:

Genetic algorithms (GAs)are powerful domain-
independent search algorithnigr solving optimization
problems. In the GA approach, the solutions of th

optimization problemsare encoded astring of symbols (Cmax-Ci + 1SJ

called chromosomes A number of possible solutions f(i) = (4)
(population)co-exist.During each iteration or generation, Z (Cmax- Ci+ 1f

a selection algorithm igsed to choosparents(solutions) I=LN

from the population tproduceoffsprings Two operators ~ Where Cray is the maximuncost inthe population,C; is
are involved in the reproduction process, which are termefie cost for chromosomnie N is the population sizendp

as crossoverand mutation A fitness function is used to iS @ parameter used to determirtbe selectivity of the
evaluate théitness valuef each chromosom@hefitness ~ fitness function [8]. The plus 1 in the denominator is
values are used to chooseghe chromosomes from the needed for preventing a division by eéror if all the
population and the offsprings to form a new population fofmembers inthe populationconverge to an identical
the next (generation) iteration. The morfie the  Cchromosome.

chromosome,the higher the probability of it being After all the fitness values inthe population are
selected. The chromosomesthat are notchosen are computed,the Roulette WheelAlgorithm [6] is used to
discarded. The iteratioprocess stops when a satisfactoryselect thechromosomes for crossover operation. The
or optimum solution is reached. crossover operator selects two chromosoriies, andMf,

In prior genetic algorithm research [13], the and randomly generates a cut pointhe first offspring is
chromosomes in the population @m@coded directly as the the concatenation dfim(1:) and Mf(i+1,|V]), and the
solutions of the combinatorial optimization problem. Onesecond offspring isthe concatenation oMf(1:) and
major disadvantage fdhis type of chromosomencoding Mm(i+1,|V]).
is that after crossoverand/or mutation operations, the The mutation operator selects amall percentage,
generated solutions mayot befeasible. PSGA takes an usually lesshan 5% of theoffspringsand changes their
alternate approach by encoding theblemdata not the block mappings andiork remainingsThe block change is
solution data. Theroblem space information is used by are-mapping the randomlgelected functionsnto another
fast heuristic algorithm to map th@oblem information block. The work remaining change is re-assigning
into solutions. The major advantage BSGA isthat randomly selected functions new work remainings.

crossover operatocan be constructegasily to always The partitioning procedure usiSGA technique can

produce feasible solutions. be summarized ag) generate initial population (parents),
b) apply crossoverand mutationoperators to generate

5.1. Modeling and Implementation Technique offsprings,c) construct a new population by selecting the

chromosomes fromagsents anaffsprings,d) iteratesteps
For optimization of the behavioral partitioning b andc until thestopcriteria is metg) return thesolution
problem, a chromosome consiststwb parts: (1) a list of by selecting thechromosome withthe highestfitness
integers representing th®ock towhich each function in value.
the CDFG is assignedand (2) a list of integers
representing thework remaining (WR) [8] for each 6. Experimental Results
function in the CDFG. A procedure then provided to

generate th_e initial population. The detailddomosome The buffer size driven partitioning algorithm is
representationand the initial population generation implemented on &8UN SPARCworkstation using C++
procedure can be found in Ref. [14]. programming language. Tassessthe resultsobtained

For each chromosoméhe buffer size is estimated by using thePSGAalgorithm, the simulated annealit§A)
the Buffer_Size_Estimation algorithm. Tisgstem delay version of thebuffer driven partitioning algorithm islso
is estimated by using the List Scheduling algorithvat  implemented. The tesitases used to evaluate the
uses WRs (workemainings) as the priority function [4]. algorithm performance amderived from Electromagnetic



Field Theory, Digital Signal Processinggnd Image estimation as part of theost functioncan obtainlower
Processing. The number of functions/nodarsgefrom 19  communication costthanusing the size oédge cut-set in
to 241 and the number of edges range from 32 to 240. Ftme final partitions if the communication is throulgtiffer
PSGA,the population size is set to 58nd the mutation channels and theost is estimated byhe buffer size.
rate is set to 5%. For SA, th&arting temperature is PSGA resultsare compared withthose produced by
computed usingthe algorithm proposed by [15], the simulated annealing.
cooling parameter is set to 0.95, with 50 iterations at each
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