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Abstract— Topological optimization of computer networks is
concerned with the design of a network by selecting a subset
of the available set of links such that the fault tolerance and
reliability aspects are maximized while a cost constraint is met.
A number of enumeration-based technigques were proposed to
solve this problem. They are based on enumerating all possible
paths (for Terminal reliability) and all the spanning trees (for
Network reliability). Existing enumeration-based techriques for
solving this network optimization problem ignore the fault-
tolerance aspect in their solution. We consider fault tolerance to

" be an important network design aspect. In this paper, we propose
one algorithm for optimizing the terminal reliability and another
for optimizing the network reliability while improving the fault
tolerance aspects of the designed networks. Experimental results
obtained from a set of randomly generated networks using
the proposed algorithms are presented and compared to those
obtained using existing techniques. It is shown that improving
the fault tolerance of a network can be achieved while optimizing
its reliability however at the expense of a reasenable increase in
the overall cost of the network.
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I. INTRCGDUCTION

One major requirement of computer networks is their ability
to function even in the presence of some faults in the network.
Reliable communication among nodes within a maximum
permissible cost is a basic consideration in the design of a
computer network. The cost of a network depends in part
on the topological layout of the links, their costs and their
reliabilities. '

Existing enumerative-based techniques include [1}, [2], and
[3]. In these papers, the authors have proposed three different
enumerative techniques for finding the optimal network
topology. Aggarwal and Chopra er al., [1] and [2] deal with
the terminal reliability while [3] deals with the network
reliability. These techniques are based on enumerating all
possible paths (for Terminal reliability) or all spanning
trees (for Network reliability). The main shortcoming of
these techniques is that they ignore the fauli-tolerance aspect
in their considerations. We consider fault tolerance to be
an important network design aspect. A fault tolerant network is
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able to function even in faults in the network. This is a basic
requirement of a computer network.

In this paper, we propose one algorithm for optimizing the
terminal reliability and another for optimizing the network
reliability while improving the fault tolerance aspects of the
designed networks.

II. BACKGROUND MATERIAL

A computer network is modeled as a graph in which vertices
{or nodes} cerrespond to computers (and switches) in the
network and edges comrespond to the links connecting these

computers. Every link has a cost and reliability assigned to it.
These are shown in the parentheses in Figure 1.
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Fig. 1. Graph representation of a network.

o Definition 1: Link Reliability is defined as the proba-
bility that the link performs its function over a period
of time. This reliability has a range from 0 (never
operational} to 1 (perfectly reliable).

The reliability of a network can be seen from two different

view-points [4], [3]. These are defined below.

« Definition 2: Terminal Reliability is defined as the proba-
bility that a given pair of nodes in a network is connected.

+ Definition 3: Network Reliability is defined as the prob-
ability that all the nodes in a network are connected.

o Definition 4: A network is said to be Fault Tolerant if
in the presence of some fault(s), data from a source to
a destination can still be routed through some alternate

path(s).
The following hotations are used
in presenting the proposed algorithms.
Common Notuthoms

[ an undirected graph.

N 5t of given podes,

L number of links.

e(j) cozt of link §.

& D{i) & colump vectos, where

apg) = 280
AR(D) increment I reliability 6f he RetWOTk Afier sAding pah(spanning wree) i,
AC(i) increment in cost of the network afier adding path{spanning trec) .

Coatmasx maximurt permissitle cost for the peiwork.
SYsSCos prexen, cont of Lhe designed sysiem.
SYSREL present reliability of the designed sysiem.
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ITI. PROPOSED ALGORITHMS

In this section, we introduce two new algorithms for topo-
logical optimization of computer networks subject to fanlt
tolerance and reliability. In designing a network, we have
considered fault tolerance and reliability as the objectives to
achijeve, while the cost is considered as the constraint. The
proposed algorithms consider terminal and network reliabili-
fes,

A. Proposed Terminal Reliability Algorithm
For the Terminal Reliability, the idea is that after choosing

the first path, we try to find a torally disjoint path (instead of -

adding any path as was done in existing techniques), We start
by adding the path which is totally disjoint to the already
selected one, and then we continue to.add lesser disjoint
paths to the network, while not exceeding the cost constraint.
The proposed enumerative technique for network reliability is
- given in Figure 2.

We consider a network to be fault tolerant if there exists
two or more totally disjoint paths between the given source-
destination pair. In this case, we introduce the following
measure of fault tolerance

1

FT=1 [ # of common links between paths ]

Total # of links present in the network

Example: Consider the network shown in Figure 3(a). The
following specifications are assumed for this network. The
total cost allowed is Cost oy, = 15 units.

are emoved. STOP: otherwise go to ihe next step:

Step % Generie matrix & D(i):
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maximom valoe of RaﬁoD,-,,-,,,-,.h I two o1 more paths fave ihe
tame Ralia‘p;.ja;,t.zlﬁa \he path which has the mazirwm A D{i) ¥ 3
under consiceration. Aogmeni the petwork with finks in this path and go
back 10 £i¢p 6.
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Fig. 2. Proposed terminal reliability algorithm.
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Coat X 36 | 913 [ 30 20
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Fig. 3. Example of proposed enumerative technique for terminal reliability.

After placing the initial path gj, the paths that can still be
added to the network are: hi, cdg, and abh. We try to find a
path which is totally disjoint from gj, and we select the path
abk as it is totally disjoint from gj. Although the path hi is
also totally disjoint from gj but the path abh yields better
e ratic. The final network is shown in Figure 3(c). The
terminal reliability of this network is 0.8696, with a cost of
15. The benefit that we obtained by adopting this approach is
that now we have 2 totally disjoint paths, which means that in
the presence of some fault on a path, the other one can still
be used for communication.

# of cooummon Uuks ]
[__Fewit Teleratoen T.0_| 0.3
B. Proposed Network Reliability Algorithm

For Network Reliability, the idea is that we look for as much
disjoint spanning tree as possible to add to the network. We
introduce the following measure for fault tolerance

Fath W] cdp_] &oh
[1] (]
1.0

_ # of nodes with node degree > 2

FT = 2,
Total # of nodes in the network. @
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The proposed enumerative technique for network reliability
is given in Figure 4.

Example: Consider the network shown in Figure 5(a) with
the specifications shown below. The total cost allowed is
Costmaz = 16 units.

L1 LU‘:: +2.‘0 3.”? ;‘l Inj I :0 3.'ﬂ 3.‘2 3’.‘5‘{
Relmbility 0.9 0.6 0.8 05 | ©y 0.7 0.7 08 |

We determine all the possible spanning trees, and then we
select acef as it yields the maximum reliability to cost ratio.
The cost of this network is 11.7 and the reliability is 0.4536,
The network is shown in Figure 5(b). Now, we try 1o add
another spanning tree which has the highest distance from
acef and which does not exceed the given cost. Based on this
criteria, we add abce as our second spanning tree. The cost of
this network is 15.4 and the network reliability = 0.6685. The
resultant network is shown in Figure 5{c).

IV. RESULTS AND COMPARISON
In this section, we compare the results obtained from our
proposed enumerative techniques with those obtained using
the previous techniques reported in [1], [3].

A. Terminal Reliability Algorithms

Test cases consisting of 11 randomly generated networks
are used. The results obtained from applying these techniques
are shown in Table I.

As can be seen from the table, in most of the cases, the .

reliability obtained using the proposed technique is better than
that obtained using Chopra’s method. Moreover, we were able
to achieve 1-fault tolerance in almost all the cases. The only
exception is the case of network 2 in Table I. For this network,
it is not possible to have a path which is disjoint from the
initially placed path aceh, from source (1) to destination (6).

But as could be expected, this fault tolerance comes at
the expense of a higher cost, as compared to the Chopra’s
method, This seems reasonable enough because when we try
to add totally disjoint path(s) to the network for making it
fault-tolerant, we are adding new links to the network, which
adds to the cost of the network. It can also be seen that the
runtimes for both algerithms are almost equal.

Proposed Network Religbility Algorithm:
Step 1: Determine aJf the spanaing uees by considering all possivle liake.

Stp T: Omnhmmmtvﬁ(h) > Dy(i}¥i=1,2,..57T
Step 3: Compuic the balancs ook a3 [Cortmaz ~ Cpv (k)]
U [Costmap — Cp k) is < Ot Dy (k) = 0,010 5up 7:
I [Coatmaz = Cpy{k)] =0, thisis the opimal solution; STOP.
Eite if {Coatmazr — Cpv ()]s > 0. g0 1o the sext swp:
Step 9: Remave ihe links lready oted (rom the spanning trees 1o be
considered and remove all such spanning trees whose addition js oot
possible since their coxt exceeds the balance cos. If all the spanning
trees are removed. STOP: oierwise go K the next sep:
Step 10: Generate the matria Dsstance.
Step 11: Select () spanning woe which fas (e macimum Diatanee(i).
It two or more spanning treck are equally distant, select the spapning
tres which makes the node degree of the nodes 2 baving lesser than 2
node degres, the rmost
Step 12: Augment the network with links in spanning mree k and go back

o sacp 7.
Eod(*cf algorithm®)

Fig. 4. ' Proposed network reliability algorithm.

Fig. 5. Example of proposed enumerative technique for network reliability.

B. Network Reliability Algorithms

In the network reliability algorithm, we add fault tolerance
by selecting a spanning tree which is as much disjoint as
possible, from the already placed spanning tree(s). Test cases
consisting of 8 randomly generated networks are used. The re-
sults obtained using the previous and the proposed techniques
are listed in Table IT.

It is observed that the fault tolerance resulting from using
our technique is always the same or better than that obtained
by using the Aggarwal's method. It is also noted that in-
creasing the fault tolerance of a network is synonymous to
increasing the cost of the network. The runtime required by
the proposed algorithm is less than that of Aggarwal’s and the
reason is that we add a spanning tree after placing the initial
spanning trec while Aggarwal adds a link at a time to the
network.

V. CONCLUSIONS

In this paper, the problem of topological cptimization of
computer networks subject to fault tolerance and reliability
constraints is addressed. Two new enumerative techniques, one
for the terminal and the other for network reliability, have
been propesed and compared with the previous techniques.
The results of the proposed techniques are encouraging and
we are able to incorporate the issue of fault tolerance in the
design process at a reasonable increase in the overall cost of
the network.
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TABLE 1
COMPARISON BETWEEN TERMINAL RELIABILITY ALGORITHMS
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