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ABSTRACT

in this paper we, present a new heuristic called PowerFM which
is a modification of the well-known Fidducia Mattheyeses al-
gorithm for VLSI netlist partitioning. PowerFM considers the
minimization of power consumption due to the nets cut. The ad-
vantages of using PowerFM as an initial solution generator for
other iterative algorithms, in particular Genetic Algorithm (GA)
and Tabu Search (TS}, for multiobjective optimization is inves-
tigated. A series of experiments are conducted on ISCAS-85/89
benchmark circuits to evaluate the efficiency of the PowerFM al-
gorithm, Results suggest that this heuristic would provide a good
starting solution for multiobjective optimization using iterative
algorithms. '

1. INTRODUCTION

In recent years, the focus of portable devices has shifted from
low throughput devices {e.g., watches, calculators) to high per-
formance devices like notebook computers, cellular phones, etc.

Minimizing power is the primary concern for these battery-powered

products as for such products longer battery life translates to ex-
tended use and better marketabitity. Exploring the tradeoffs be-
tween power, performance, and other objectives during synthesis
and physical design is thus demanding more attention.

The optimization for power consumption can be performed
at various levels of VLSI design including behavioral level, ar-
chitectural level, logic level, and physical level. Another com-
pelling reason for the desire of low power consumption is the in-
creasing density of VLSI circuits. The present technology allows
integration of tens of millicns of transistors on a single chip and
the still advancing technology is allowing further high integra-
tion. The excessive power consumption of high density circuits
results in heating and thus becoming & hindrance towards high
integraticn and hence the feasible packaging of circuits [1, 2].
Also, circuits are operating at much higher clock frequency than
before. Therefore, the power dissipation which is a function of
clock frequency, is getting significantly prominent. This phe-
nomienon is offering an obstacle in further increase of clock fre-
quency. Due to these reasons, there is an emerging need for min-
imizing the power requirement of VLSI circuits. For the parti-
tioning phase, two low-power oriented techniques based on Sim-
ulated Annealing (SA) algorithm have recently been presented in
{3). An enumerative optimal delay partitioning algorithm target-
ing low power is proposed by Vainshav et al. in [4].

1.1. FM Partitioning Heuristic

The FM heuristic is a modification of the Kernighan-Lin group
migration method for circuit partitioning. In the EM algorithm,
all nodes initially in the free set are arranged into a bucket ar-
ray data structure, in which each bucket contains nodes with the
same gain. For each move, the node with the highest gain is
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ALGORITHM FM
Begin
Stepl; Compute gains of cells;
Step2: i =1,
Select "base cell” and call it ¢;;
If no base cell Then Exit Endlf;
A base cell is the one which
() has maximum gain;
(#4) Satisfies balance criterion;
IF tie Then use size criterion or
Internal connections;
EndIf;
Step3: Lock cell ¢;;
update gains of cells of those affected critical nets;
Step4: IF freecells # ¢
Theni =14+ 1,
select next base cell ¢;;
IF ¢; # ¢ then Goto step 3;
Step5: Select best sequence of moves c3.02,..,¢x (1 Lk <4)
stch that G = Z:_l g4 is magimum,
(g. is the gain for cell ¢;)
IF tie Then choose subset that achieve a superior balance;
iF G < 0 Then Exit;
Step6: Make all k moves permanent;
Free all cells;
Goto Step 1
End.

Figure 1. Fiduccia-Mattheyeses bipartitioning algorithm [5].

considered as the primary candidate to be moved from its cur-
rent block (From block) to its complementary block (To block).
The candidate node must satisfy the balance criterion, used to
contro] the size of subcircuits. 1i the candidate node does not
meet the balance criterion, the node with the next highest gain
is selected from the free nodes subset and moved. The moved
node is locked and eliminated from the bucket array. The move

is completed by modifying the gains of all nodes connected to
the critical nets. At the end of a pass, all cells are freed and the
process is repeated until we reach a position where ro further
gain can be achieved. The best partition encountered during the
pass is taken as the output of the pass, The number of cells to
move is given by the value of k which yields maximum positive
gain Gy, where G, = Ef=1 g:. Only the cells given by the best
sequence, that is ¢1, ¢z, ..., Cx, are permanently moved to their
complementary blocks. Then all cells are freed and the proce-
dure is repeated from the beginning. A general description of the
heuristic is given in Fig. 1. The best candidate node is defined
according to the highest cut-gain associated with moving a node
from one subcircuit to another. Thzy are measured using the net-
cut model [5]. A net is called a cut net if it belongs to the current
cut set; otherwise, the net is refened to as a nocut net. A net is
called critical if it is a cur net that, as a result of moving a single
node, can become a nocut net, or vice versa.

The basic concept of min-cut gain calculaticn provided with the
net-cut model can be explained as follows. Let node 40 be con-
nected to n critical cut nets and to . critical nocut nets. The
gain associated with the reassignment of a node i is defined as

the difference:

Glig 2n-m {1y
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In this work, an extension to the FM algorithm which con-
siders optimizing power as the main objective of Partitioning is
presented.

2. PROBLEM FORMULATION AND COST FUNCTIONS

This work addresses the problem of VLSI netlist partitioning
with the objectives of optimizing power consumpticn, timing
performance (delay), and cut-set while considering the Balance
constraint {same as area constraint, as unit area is assumed for
every gate). Formally, the problem can be stated as follows:

Given a set of modules V = {v1,v2,...,va}, the purpose
of partitioning is to assign the modules to a specified number
of clusters & (two in our case) satisfying prescribed properties.
In general, a circuit can have multi-pin connections (nets) apart
from two-pin. Our task is to divide V' into 2 subsets (blocks) Vo
and V1 in such a way that the objectives are optimized, subject to
some constraints.

Cutsize The cutsize cost function can be writien as follows :

Minimize f= Z wle) @
eci

where ¢ C E denotes the set of off-chip wires. The weight w(e)
on the edge e represents the cost of wiring the comesponding
connection as an external wire,

Delay In the general delay model where gate delay d{v) and con-
stant inter-chip wire delay are considered, d. > d{v) where d.
is actually due to the off-chip capacitance denoted as C,z¢. Let
the delay of node v; € V be d(v;) and the delay of net e, € E
which is cut be d.. Given a partition ® : {V4; Vg), the path de-
lay d(p;;) between nodes ; and v; is the sum of the node delays
d(vs} € V(pi;) and the delay of nets which are cut, that is :

Minimize d(piy) = Z d(w) +do X neut(p)
v €V {psy)

Power The average dynamic power consumed by a CMOS logic
gate in a synchronous circuit is given by:

2
paverane _ g g Via Ve @
Teyele

where C}°%? is the load capacitance, Vg is the supply voltage,

Teyete is the global clock period, and N; is the number of gate
output transitions per clock cycle. N; is calculated using the
symbolic simulation technique of [6] under a zero delay model.
C**2 in Eq. 4 consists of two components: CP**% which ac-
counts for the load capacitances driven by a gate before circuit
partitioning, and the extra load CF™"® which accounts for the
additional load capacitance due to the external connections of the
net after circuit partitioning. Then, the total power dissipation of
any circuit ¢ is:

V?
P, = g dd Z(C:’malc + O, )
Teyete
€L
where 4 is a constant that depends on technology. When a circuit
partitioning corresponds to a physical partitioning, Cf’""_()f a
gate that is driving an external net is much larger than CP##¢,

Area or Balance Constraint The balance constraint is given as
follows:
181 ~ Bal <a ®
where [3; is the number of cells in partition ¢ and ¢ is the total
number of cells in the circuit, and the balance facior & (0.5 <
a < 1.0).

2.1. Overall Fuzzy Cost Function

In order to solve the multiobjective partitioning problem, linguis-
tic variables are defined as: cut-set, power dissipation, delay and
balance. The following fuzzy rule is used to combine the con-
flicting objectives:

IF a solution has

Small cut-set AND

Low power consumption AND

Short delay AND

Good Balance

THEN it is a GOOD solution.
#f JE° batance
1.0 10
)
iy
Y ey o,
e g 9

& ks
o)
Figure 2. Membership functions
The abeve rule is translated to and-like OWA fuzzy operator

[7] and the membership p(x) of a solution = in fuzzy set good
solution is given as:

paap{z) = A7 % min(ug (@), pg(), (), uy()) +

- xg 3 M@ 0

i=p.die,b

where p®(x) is the membership of solution 2 in fuzzy set of ac-
ceptable solutions, £, () is the membership value in the fuzzy
sets of “ within acceptable power”, “within acceptable delay”,
“within acceptable cut-set” and “within acceptable balance™ re-
spectively. 3° is the constant in the range [0, 1], the superscript
¢ represents the cost. In this paper, p®{x) is used as the aggre-
gating function. The solution that results in maximum value of
p€(x) is reported as the best solution found by the search heuris-
tic.

The membership functions for fuzzy sets Low power consump-
tion, Short delay, Small cut-set, are shown in Fig. 2(a) We can
vary the preference of an objective j in the overall membership
function by changing the value of g; which represents the relative
acceptable limits for each objective whrere g; > 1.0. Fig. 2(b)
represents the membership functions for fuzzy set good Balance.
(; is the estimate of lower bound on the cost of an individual 1,
and C; is the actval cost of {. Oy's are independent of iteration,
therefore, these are estimated only in the beginning. Whereas,
C' has to be calculated in every iteration for every element.

3. POWERFM HEURISTIC

The PowerFM is a modification of the FM algorithm which seeks
minimization of the power consumption due to the cut. All con-
cepts of the FM are maintained, the major difference is that we
are calculating the gain due to the sum of the switching probabil-
ities of the cut nets. Also some other necessary modifications are
done in some parts of the Algorithm that we will discuss in what
follows.

3.1. Power Gain Calculation

The power gain for a cell 1 is calculated using Eqn. 8. X is the
set of critical cut nets, U; is the set of critical uncut net.
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ALGORITHM Compute Cell gains;
Begin

For each free cell i Do
g(i) < 0;
F — From block of cell
T +— To biock of cell
FOR each net n on cell DO
IfFR(n)=1
Then g(i) = g(4) + (Cosr X Sw prob of driving net)
(Cell i is the only cell in the From block conpected to pet n.)
T (n)=0
Then g(i) = g(i) — (Coyy x Swprobof driving net)
(All of the cells connected to net n are in the From block.)
EndFor
EndFor
End.
Figure 3. Procedure to compute gains of free cells.

Pgain(i) = Cogy (Z 55— Z SJ')) ®

JEX; JEUy

In each pass, the gain of every free cell is updated according
to the Compute Gain Algorithm shown in Fig. 3. Let F(n) be
the number of cells connected to net » in the From block (current
block) of the moved cell i. Let T'(n)} be the number of cells con-
nected to net n in the To block (destination block) of the moved
cell i. When computing the gain we consider only the critical
nets; A net is critical if it has a cell which if moved will change
its cutsate. That is if and only if F(n)is 1, or T(n) is 0.

The algorithm is simple and it checks if the net is critical and
if £{n) = 1 then moving cell ¢ will increase the gain by Casy X
Sw prob of driving net, and if T'(n) = 0 then moving the cell
i will decrease the gain by Coypy X Sw prob of driving net.

32. GAand TS

Genetic Algorithm is an elegant search technique that emulates
the process of natural evolution as a means of progressing to-
wards the optimal solution. The algorithm starts with a set of
initial solutions called population that is generated randomly.
In each iteration (known as generation in GA terminology), all
the individual chromosomes in the population are evaluated us-
ing a fitness function. Then, in the selection step, two of the
above chromosomes at a time are selected from the population.
The individuals having higher fitness values are more likely to
be selected. After the selection step, different operators namely
crossover, mutation act on the selected individuals for evolving
new individuals called offsprings.

Fabu Search starts from an initial feasible solution and carries
out its search by making a sequence of random moves or pertur-
bations. A Tabu list is maintained which stores the attributes of
a number of previous moves. This iist prevents taking the search
process back to recently visited states. In each iteration, a subset
of neighbor solutions is generated by making a certain number of
moves and the best move (the move that resulted in the best so-
lution) is aceepted, provided it is not in the Tabu list. Otherwise,
if the said move is in the Tabu list, it is accepted only if it leads
to a solution better than the best solution found so far (aspiration
criterion). Thus, the aspiration criterion can override the Tabu
list restrictions. The solution encoding and initialization steps
are similar to those described above for GA. These two multiob-
jective optimization iterative algorithms (GA and TS) for VLSI
Partitioning were proposed in [8), [9], [10].

4. EXPERIMENTAL RESULTS

A series of experiments were performed on ISCAS-85/89 bench-
mark circuits, the results are analyzed and reported in this sec-
tion. Table 1 shows a comparison of results of TS and GA when

the initial solution is chosen frora random or provided by Pow-
erFM for both GA and TS algorithms. Table [ shows also the
results obtained from PowerFM when used on its own. Py
refers to the average power of the results obtained from 100 runs
of the PowerFM. The notation in Tablel is as follows: D{ps)
stands for Delay and it is measured in pico-seconds, Cut is the
number of nets cut, P(sp) is the power dissipation measured in
terms of switching probability, T'{ s} is the total time taken by the
whole run for PowerFM,

‘When starting from random solution it was cbserved that
TS outperforms GA in terms of final solution costs and execu-
tion time. These two algorithms are complex, and relatively take
more execution time than PowerFM. The idea of using the Pow-
erFM as a starting solution for jterative algorithms is relevant
because PowerFM proved to be an extremely fast algorithm com-~
pared to GA and TS (at least 100 times faster), with reasonzble
performance. This will save a lot of time for algorithms like GA
and TS where the converging rate is slow. Furthermore results,
showed that GA and TS were able to improve solutions provided
by PowerFM. Fig. 4 and Fig. 5 show the performance of GA and
TS respectively when applied to the circuit s1488 when start-
ing from an initial solution provided by PowerFM. In Fig. 4 and
Fig. 5, (a) shows the number of nets cut, (b) shows the longest
path delay of the circuit in pico-seconds, (c) shows the power
dissipation, (d) shows the cell difference between the two parti-
tions, (e) shows the average generation fitness, (€) shows the Best
solution fitness. Both GA and TS show an improvement in terms
of the overall quality of solutien.
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Figure 4. Genetic Algorithm starting from PowerFM for circuit
51488.

It can be noted that for most of the circuits when using a
starting solution provided by PowerFM the resulis are better than
when starting with random solution in terms of quality of solu-
tion. An important point to notice also is that although when
starting from random TS performed better than GA; when start-
ing from PowerFM GA proves to b more efficient than TS. This
is due to the fact that GA starting from a good solution has the
ability to inherent the good characteristics and improve on it and
proved to be able to benefit rore than TS when starting from a
good solution provided from PowerFM. This is noted when the
results of TS (starting from PowerFM) and GA (starting from
PowerFM) in Table 1 are compared; it can be seen that GA is
better for large circuits (s3330 ... s15850) in terms of power and
cutset. The resulis proved that it is beneficial to use PowerFM
as a starting solution for multiobjective GA and TS. Moreover
looking at the results of PowerFM alone, it comparably provided
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Table 1. Start from PowerFM versus Random Start for GA and TS.

GA Random Start GA Sturt From PowetFM T8 Random Start TS Start From PowerFM PowerFM
ircut Dips} Cut | P(sp) | D(ps) [ Cue P(sp) Dips) Cut P(sp) (ps} t sp) | Dips) [ Cut | P(py T(s} Poug
SI08 | 0 [ 1013 [ 9L [ 10 931 197 A 076 89 0 301 732_| 005 | BB |

$386 356 1529 345 31 1451 386 30 1126 133 27 1 434 20 1311 0, 187
Sed1 1043 2333 1 43 1343 B9 30 2281 844 a8 | 7 1221 44 1667 0.61 1773
SB32 444 435 3034 441 42 3032 446 50 2731 431 40 3135 527 51 2855 1.97 3338
5953 526 B 2916 465 89 30712 466 99 2518 430 [ 299 002 120 2151 060 | 2472

1191 [ 306 123 5442 390 30 4521 301 106 | 4920 335 Ti 4823 612 68 4116 181 5289
S1238 473 1 5713 461 91 5702 408 79 4597 401 74 5190 544 62 4221 1.80 5358
S1488 371 104 5648 541 23 5248 540 110" 6300 521 94 6005 724 70 5228 5.60 5787
31354 614 102 5474 1 601 ¥ 1 S183 583 | 10 53 534 95 5058 630 80 3354 EAL] 0022
52081 302 26 | 78T 20 5 740 225 17 170 244 12 104 7 565 0.1 786
S3330 571 209 435 [ 03 0206 533 205 10; 19 257 303 | 2% | 9522 037 10780
55378 87 3 18437 442 423 13356 550 430 16527 432 400 15319 574 363 1 15.27 13453

1313 1 856 7 28305 1052 918 34055 [EA] 705 31837 832 389 7 G150

S13247 1399 1683 | 45611 951 150 30620 843 13321 41114 823 1310 140235 1 929 | 37150 73 30153
513850 1820 21383 51747 1350 851 43580 1471 1671 | 4748G | 1210 1332 5320 1464 | 919 42521 318.56 43238

impressive results in terms of Power and cutset considering that
its main aim is to optimize power.
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Figure 5. Tabu Search algorithm starting from PowerFM for
circuit s1488.

5. CONCLUSIONS

In this paper, we proposed a new modification to the FM algo-
rithm PowerFM which targets power optimization. The possibil-
ity to use the algorithm as a provider for initial solution for other
iterative multiobjective algorithms in particular GA and TS was
investigated. GA performed better than TS when starting from
a solution rovided by PowerFM. PowerFM results where impor-
tant due to its speed and good quality of the final solution. A
series of experiments were performed, analyzed and reported to
evaluate the efficiency of the algorithm. Results suggest that the
algorithm proved to be efficient for optimizing power, and would
provide a good starting solution for the multiobjective optimiza-
tion using Genetic and Tabu search partitioning algerithms.
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